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#### Abstract

The modified Green function appropriate for solution of interior boundary value problems of Laplace's equation in a three-dimensional rectangular parallelepiped, subject to periodic boundary conditions, is developed. This allows the determination of the potential due to an arbitrary continuous charge distribution and its periodic replications in three dimensions. Summation of the eigenfunction expansion by application of the Poisson-Jacobi formula gives a Ewald sum, while application of the Poisson summation formula results in a two-dimensional potential that is perturbed by a rapidly converging Fourier cosine series involving $K_{0}$ Bessel functions. The latter constitutes a generalization of formulae described by Lekner. Numerical results show that the $K_{0}$ expansion is more rapidly convergent than the Ewald sum, and could therefore substantially reduce the computational effort involved in the molecular simulation of ionic and polar fluids. The Green function is also shown to be related to the asymptotic behaviour of lattice sums for the screened Coulomb potential, in the limit as the screening constant tends to zero.


## 1. Introduction

The evaluation of lattice sums has been of theoretical and practical interest for many years. The mathematical difficulties inherent in this problem originate in the slow decay of the Coulomb potential with distance; as a result, the series that arise are conditionally convergent and are not amenable to treatment by purely numerical convergence-acceleration algorithms. The main focus in previous treatments has therefore been on the construction of analytical transformations.

The development of most of these transformations follows a three-stage pattern: (i) selection of an integral representation for the reciprocal distance (or free-space Green function), $1 / 4 \pi r$; (ii) interchange of the order of summation and integration; and (iii) acceleration of the convergence of the series of integrands. Thus, the well known Ewald (1921) method uses a Gaussian integral, and the van der Hoff-Benson (1953) method and its more recent generations (Lekner 1991, 1998, Grønbech-Jensen et al 1997) are based on a gamma-function integral. In both cases the convergence acceleration is realized by application of the Poisson-Jacobi formula for transformation of theta functions (Bellman 1961, p 10), resulting in series of complementary error functions or $K_{0}$ Bessel functions, respectively. This result and other properties of theta functions have proved to be of crucial importance in several approaches to lattice summation. For instance, Chaba and Pathria (1974, 1976a, b) integrated the Poisson-Jacobi formula with respect to the theta-function argument to obtain lattice sums for screened Coulomb potentials. Alternatively, the integrals arising in the first two steps of
the above-mentioned general scheme can be evaluated as Mellin transforms of theta functions, providing formulae relating lattice sums to the Riemann zeta function and its multidimensional generalizations (Glasser 1973a, b, Zucker, 1974, 1975, 1976). The connection between these zeta functions and lattice sums has been known for many years (Lennard-Jones and Ingham 1925, Topping 1927); an interesting discussion is given by Terras (1985, pp 76-82).

For lattices periodic in two dimensions, $1 / r$ is more conveniently represented as an integral involving either the $J_{0}$ or $K_{0}$ Bessel functions of arguments that depend on the periodic lattice coordinates. In the first case, summation of the $J_{0}$ functions over the lattice can then be achieved by reduction to Schlömilch series, as demonstrated by Hautot (1974) and Miller (1995). The sum of $K_{0}$ functions arising from the second representation converges rapidly, since these functions decrease exponentially with increasing argument. But this method fails for evaluating the self-energy of an ion in a lattice, because every term in the series becomes singular as the field and source points approach each other. In contrast, the singularity of the $J_{0}$-representation is localized in only one term of the transformed series. Both of these approaches have been used in lattice models for adsorbed monolayers (Macdonald and Barlow 1966, Marshall 1986, Marshall and Conway 1992a, b).

Although the earliest work on lattice summation originated from the problem of calculating the cohesive energy of ionic crystals, contemporary interest in this subject is mainly focused on the computer simulation of ionic and polar fluids by the molecular dynamics (MD) or Monte Carlo (MC) methods. Long-range columbic forces acting on the particles in each deterministically or stochastically generated configuration are most commonly estimated by imposing periodic boundary conditions and applying Ewald's method, assuming that the number of particles and the volume of the enclosure are sufficiently large to avoid spurious periodicity effects. Many MC/MD simulation techniques of water and aqueous electrolyte solutions have been described (Chialvo and Cummings 1999).

These simulation techniques have also been applied to gas hydrate crystals (Tse et al 1984, Rodger 1990, 1991, Kvamme and Førrisdahl 1996), which are crystalline hydrogen-bonded networks of water molecules that form polyhedral cavities large enough to accommodate small molecules of gases such as carbon dioxide, methane and other light hydrocarbons (Sloan 1998). Methane hydrates occur widely in nature (in particular, on the ocean floor), and are of great importance not only in relation to environmental issues such as global warming (Haq 1998), but also as a potential energy resource (Kvenvolden 1988).

The difficulty in developing an accurate molecular model for gas hydrates appears to reside in ensuring the mutual consistency of the representations of the short- and long-range contributions to the potential. Representing the polarity of the water molecules by a finite quadrupole (Berendsen et al 1987, Stillinger and Rahman 1974) and the short-range potential by a Lennard-Jones function is inconsistent: on the one hand, the finite-quadrupole model is a poor representation of the molecular charge distribution at close quarters, and on the other, the Lennard-Jones function implies a spherically-symmetric charge distribution, inherently incompatible with polarity. The resolution of this impasse clearly requires determination of the molecular electronic charge distribution subject not only to the nuclear potentials, but also to the potential resulting from three-dimensional replication of the molecular charge distribution.

Determination of the potential due to an arbitrary periodic charge distribution is of interest primarily in connection with solid-state electronic structure calculations. Crystal wave functions are solutions of an eigenvalue integral equation, in which the kernel is the product of the lattice potential and a periodic Green function for Helmholtz's equation (Jones and March 1973, pp 58-62). While use of the Helmholtz Green function in this context is very well known, a search of the INSPEC database and Science Citation Index since 1970 reveals that surprisingly little use has been made of the Poisson Green function to determine the
electrostatic component of the lattice potential; works by Schadler (1992), Oh et al (1992) and Zhang et al (1994) are notable exceptions. In contrast, this electrostatic problem is generally solved by multipole expansion within spheres about the atomic nuclei, and construction of a Fourier series representing the potential in the interstitial regions (Weinert 1981, Herzig 1985, Krasovskii et al 1999).

The purpose of the present paper is to describe an alternative approach to the construction of rapidly convergent expressions for the periodic Green function of Poisson's equation. The starting point is the plane-wave expansion, which can be transformed into an Ewald sum (by a considerably more direct route than that taken by Oh et al 1992) or into a more rapidly converging series of $K_{0}$ Bessel functions. These expressions are obtained by application of the Poisson summation formula (PSF), as recently described for two-dimensional modified Green functions (Marshall 1998a, 1999) and other more general Fourier series with coefficient functions defined by various types of power-series expansion (Marshall 1998b). Use of the Green function avoids ambiguous numerical values resulting from conditional convergence of Coulomb potential series, and reduces the determination of the potential to numerical quadrature: resolution of the charge density into multipoles is not necessary.

## 2. Overview

In the next section, the derivation of the Green function is given. Following this, the results required for the development of rapidly converging representations of the Green function are collected, and applied to the summation of Fourier series representing the periodic Green functions in one, two and three dimensions. The corresponding representation of the Green function as a Ewald sum is then derived. In section 4, numerical results comparing the speed of convergence of these formulae are presented. In section 5, the determination of lattice sums by application of the Green function and by direct summation of the Coulomb potential is compared. Finally, in section 6, the relation between the present work and that of Lekner (1991) is clarified with particular reference to the calculation of the electrostatic potential energy of the unit cell.

## 3. Analysis

### 3.1. Relation between periodic potential and charge density

A crystal lattice can be characterized in terms of a charge density $\rho(x, y, z)$ (including 'free' and 'bound' charges) that is spatially periodic

$$
\begin{equation*}
\rho(x, y, z)=\rho(x+a, y, z)=\rho(x, y+b, z)=\rho(x, y, z+c) \tag{1}
\end{equation*}
$$

and associated with a periodic electrical potential $V(x, y, z)$ :

$$
\begin{align*}
V(x, y, z) & =V(x+a, y, z) & \frac{\partial V}{\partial x}(x, y, z) & =\frac{\partial V}{\partial x}(x+a, y, z)  \tag{2a}\\
V(x, y, z) & =V(x, y+b, z) & \frac{\partial V}{\partial y}(x, y, z) & =\frac{\partial V}{\partial y}(x, y+b, z)  \tag{2b}\\
V(x, y, z) & =V(x, y, z+c) & \frac{\partial V}{\partial z}(x, y, z) & =\frac{\partial V}{\partial z}(x, y, z+c) \tag{2c}
\end{align*}
$$

Lattice potentials can be determined by summing neutral combinations of the single-charge potentials over the entire lattice, but since these series are conditionally convergent, the numerical values of the lattice sums so obtained depend on the manner in which the positive
and negative terms are combined (Whittaker and Watson 1944, p 25). These difficulties can be avoided by first noting that, if the axes defining the unit cell are orthogonal, the charge density can be resolved into Fourier components according to

$$
\begin{align*}
& \rho=\sum_{n=-\infty}^{\infty} \sum_{m=-\infty}^{\infty} \sum_{k=-\infty}^{\infty} A_{n m k} \mathrm{e}^{\mathrm{i}\left[\frac{2 n \pi x}{a}+\frac{2 n \pi y}{b}+\frac{2 k \pi z}{c}\right]}  \tag{3a}\\
& A_{n m k}=\frac{1}{a b c} \int_{0}^{a} \int_{0}^{b} \int_{0}^{c} \rho(\xi, \eta, \zeta) \mathrm{e}^{-\mathrm{i}\left[\frac{2 n \pi x}{a}+\frac{2 m \pi y}{b}+\frac{2 k \pi z}{c}\right]} \mathrm{d} \xi \mathrm{~d} \eta \mathrm{~d} \zeta . \tag{3b}
\end{align*}
$$

The zeroth Fourier component of $\rho$ vanishes for an electrically neutral unit cell:

$$
\begin{equation*}
A_{000}=\frac{1}{a b c} \int_{0}^{a} \int_{0}^{b} \int_{0}^{c} \rho(\xi, \eta, \zeta) \mathrm{d} \xi \mathrm{~d} \eta \mathrm{~d} \zeta=0 \tag{4}
\end{equation*}
$$

If $\rho$ is known, the potential can be determined by solution of Poisson's equation

$$
\begin{equation*}
-\nabla^{2} V=4 \pi \rho \tag{5}
\end{equation*}
$$

subject to the boundary conditions expressed by equations $(2 a)-(2 c)$. If the potential is expanded in the same eigenfunctions as the charge density, the term with $k=m=n=0$ is found to be a constant, and the remaining terms can be determined by making use of the orthogonality of the eigenfunctions. The potential is thus found to be

$$
\begin{equation*}
V=4 \pi \int_{0}^{a} \int_{0}^{b} \int_{0}^{c} \rho(\xi, \eta, \zeta) P_{222}(x, y, z \mid \xi, \eta, \zeta) \mathrm{d} \xi \mathrm{~d} \eta \mathrm{~d} \zeta \tag{6}
\end{equation*}
$$

where

$$
P_{222}(x, y, z \mid \xi, \eta, \zeta) \equiv \frac{1}{a b c} \sum_{k, m, n}^{\prime} \frac{1}{(2 n \pi / a)^{2}+(2 m \pi / b)^{2}+(2 k \pi / c)^{2}} \mathrm{e}^{\mathrm{i}\left[\frac{2 n \pi(x-\xi)}{a}+\frac{2 m \pi(y-n)}{b}+\frac{2 k \pi(z-\zeta)}{c}\right]}
$$

is the periodic modified Green function for Poisson's equation within the parallelepiped and the primed summation includes all integral values of $k, m$ and $n$ except $k=m=n=0$. The three subscripts indicate the number of boundaries in each coordinate. Taking into account the exclusion of the zero eigenvalue, the defining equation is

$$
\begin{equation*}
-\nabla^{2} P_{222}(x, y, z \mid \xi, \eta, \zeta)=\delta(x-\xi) \delta(y-\eta) \delta(z-\zeta)-\frac{1}{a b c} \tag{7}
\end{equation*}
$$

where $\delta$ is the Dirac delta function. This shows that $P_{222}$ can be interpreted physically as the potential at the field point $(x, y, z)$, due to a unit point charge at the source point $(\xi, \eta, \zeta)$ and the same quantity of charge of opposite sign distributed uniformly throughout the enclosure. (In section 6, this interpretation is confirmed by deriving the same Fourier series from a lattice sum for the screened Coulomb potential.) The solution for $V$ given by equation (6) is finite throughout the enclosure, provided that the source points are different and the neutrality condition expressed by equation (4) is satisfied. It is also valid for both continuous and discrete charge distributions: for a discrete charge distribution, the potential is given by a sum of values of $P_{222}$, over the coordinates of the source points, whereas for a continuous charge distribution (such as that obtained from a quantum-chemical calculation) determination of the potential involves a numerical integration of $P_{222}$ times the charge density. The problem of developing a computationally useful expression for the eigenfunction expansion is considered in the next six sections.

### 3.2. Integral representation of the free-space Green function

The Green function for any finite three-dimensional region is the total potential due to a point charge and its interaction with the boundaries. For Dirichlet problems, in which the potential is constrained to vanish on the boundaries, this total potential can be represented in terms of a series of image potentials, but for Neumann problems and the periodic boundary conditions that are of interest here, the image potential series do not converge. The convergence of the eigenfunction expansion for the periodic Green function can easily be established, and the PSF can be used to obtain a computationally efficient formula. The required Fourier transforms are best introduced by deriving the well known formula for the free-space Green function in three dimensions. This is the solution of

$$
\begin{equation*}
-\nabla^{2} G_{000}=\delta(x-\xi) \delta(y-\eta) \delta(z-\zeta) \tag{8}
\end{equation*}
$$

A Fourier integral representation of $G_{000}$ is derived as follows. Assuming that

$$
\begin{equation*}
G_{000}=\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} A(\lambda, \mu, \nu) \mathrm{e}^{\mathrm{i}(\lambda x+\mu y+\nu z)} \mathrm{d} \lambda \mathrm{~d} \mu \mathrm{~d} \nu \tag{9}
\end{equation*}
$$

and substituting the appropriate integral representations for the delta functions in each coordinate into equation (8), there results (cf Morse and Feshbach 1953, p 1255)

$$
\begin{align*}
G_{000}=\frac{1}{8 \pi^{3}} & \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \frac{\mathrm{e}^{\mathrm{i}[\lambda(x-\xi)+\mu(y-\eta)+\nu(z-\zeta)]}}{\lambda^{2}+\mu^{2}+\nu^{2}} \mathrm{~d} \lambda \mathrm{~d} \mu \mathrm{~d} \nu \\
& =\frac{1}{\pi^{3}} \int_{0}^{\infty} \int_{0}^{\infty} \int_{0}^{\infty} \frac{\cos \lambda(x-\xi) \cos \mu(y-\eta) \cos \nu(z-\zeta)}{\lambda^{2}+\mu^{2}+v^{2}} \mathrm{~d} \lambda \mathrm{~d} \mu \mathrm{~d} \nu . \tag{10}
\end{align*}
$$

This integral is best evaluated by transformation to polar coordinates, but since rectangular coordinates are of more interest in the present context, it is more conveniently evaluated by use of the following tabulated Fourier cosine transforms:

$$
\begin{equation*}
\int_{0}^{\infty} \frac{\cos X Y}{X^{2}+A^{2}} \mathrm{~d} X=\frac{\pi}{2 A} \mathrm{e}^{-A Y} \tag{11}
\end{equation*}
$$

(Erdélyi et al 1954, p 8, formula (11));

$$
\begin{equation*}
\int_{0}^{\infty} \frac{\mathrm{e}^{-B \sqrt{x^{2}+A^{2}}}}{\sqrt{X^{2}+A^{2}}} \cos X Y \mathrm{~d} X=K_{0}\left[A \sqrt{B^{2}+Y^{2}}\right] \tag{12}
\end{equation*}
$$

(Erdélyi et al 1954, p 17, formula (27)) and

$$
\begin{equation*}
\int_{0}^{\infty} K_{0}(A X) \cos X Y \mathrm{~d} X=\frac{\pi}{2 \sqrt{A^{2}+Y^{2}}} \tag{13}
\end{equation*}
$$

(Gray et al 1931, p 161; cf Erdélyi et al 1954, p 49, formula (40)). Applying these results successively to the integrals over the three coordinates, the required Fourier integral is found to be

$$
\begin{align*}
G_{000}=\frac{1}{\pi^{3}} & \int_{0}^{\infty} \int_{0}^{\infty} \cos \mu(y-\eta) \cos v(z-\zeta) \frac{\pi \mathrm{e}^{-|x-\xi| \sqrt{\mu^{2}+\nu^{2}}}}{2 \sqrt{\mu^{2}+v^{2}}} \mathrm{~d} \mu \mathrm{~d} v \\
& =\frac{1}{2 \pi^{2}} \int_{0}^{\infty} \cos v(z-\zeta) K_{0}\left[v \sqrt{(x-\xi)^{2}+(y-\eta)^{2}}\right] \mathrm{d} v \\
& =\frac{1}{4 \pi \sqrt{(x-\xi)^{2}+(y-\eta)^{2}+(z-\zeta)^{2}}} \tag{14}
\end{align*}
$$

### 3.3. One-dimensional periodic modified Green function

The expansion of the periodic modified Green's function $P_{2}(x \mid \xi)$ for the line segment $\{x \mid 0 \leqslant x \leqslant a\}$ in the eigenfunctions

$$
\begin{align*}
& \phi_{n}(x)=\mathrm{e}^{\mathrm{i} \lambda_{n} x} \quad \lambda_{n}=\frac{2 n \pi}{a} \quad n=0, \pm 1, \pm 2, \ldots  \tag{15}\\
& \left\|\phi_{n}(x)\right\|^{2}=\int_{0}^{a} \phi_{n}(x) \phi_{n}^{*}(x) \mathrm{d} x=\int_{0}^{a} \mathrm{e}^{\mathrm{i} \frac{n n x}{a}} \mathrm{e}^{-\mathrm{i} \frac{2 n \pi x}{a}} \mathrm{~d} x=a \tag{16}
\end{align*}
$$

is equal to the sum of the terms in equation (6) for which two indices are equal to zero:

$$
\begin{equation*}
P_{2}(x \mid \xi)=\sum_{n}^{\prime} \frac{\phi_{n}(x) \phi_{n}^{*}(\xi)}{\left\|\phi_{n}(x)\right\|^{2} \lambda_{n}^{2}}=\frac{2}{a} \sum_{n=1}^{\infty} \frac{\cos (2 n \pi / a)(x-\xi)}{(2 n \pi / a)^{2}} \tag{17}
\end{equation*}
$$

This series can be summed by application of the result

$$
\begin{equation*}
\sum_{k=1}^{\infty} \frac{\cos k X}{k^{2}}=\frac{\pi^{2}}{6}-\frac{\pi|X|}{2}+\frac{X^{2}}{4} \tag{18}
\end{equation*}
$$

(Gradshteyn and Ryzhik 1994, p 46), with the identification $X=2 \pi(x-\xi) / a$ :

$$
\begin{equation*}
P_{2}(x \mid \xi)=\frac{1}{2 a}\left[(x-\xi)^{2}-a|x-\xi|+\frac{a^{2}}{6}\right] \tag{19}
\end{equation*}
$$

This function is continuous at $x=\xi$, and its derivative

$$
\begin{equation*}
\frac{\partial P_{2}(x \mid \xi)}{\partial x}=\frac{1}{2 a}[2(x-\xi) \pm a] \tag{20}
\end{equation*}
$$

(where the ' + ' and ' - ' refer respectively to $x<\xi$ and $x>\xi$ ) satisfies the 'jump' condition

$$
\begin{equation*}
\lim _{x \downarrow \xi} \frac{\partial P_{2}(x \mid \xi)}{\partial x}-\lim _{x \uparrow \xi} \frac{\partial P_{2}(x \mid \xi)}{\partial x}=\frac{-a}{2 a}-\frac{a}{2 a}=-1 \tag{21}
\end{equation*}
$$

which is required of one-dimensional Green's functions (Barton 1989, p 48). It can further be verified that the periodic boundary conditions are satisfied by equation (19):

$$
\begin{align*}
& P_{2}(0 \mid \xi)=\frac{1}{2 a}\left[\xi^{2}-a \xi+\frac{a^{2}}{6}\right] \\
& P_{2}(a \mid \xi)=\frac{1}{2 a}\left[(a-\xi)^{2}-a(a-\xi)+\frac{a^{2}}{6}\right]=\frac{1}{2 a}\left[\xi^{2}-a \xi+\frac{a^{2}}{6}\right] \tag{22}
\end{align*}
$$

This result can also be used to solve the corresponding Dirichlet and Neumann problems for the line segment $\{x \mid 0 \leqslant x \leqslant A\}$, where $A=a / 2$ (Stakgold 1967, vol 1, p 86). Thus, addition of the forms of equation (17) appropriate for sources at the points $\xi$ and $-\xi$ gives

$$
\begin{gather*}
P_{2}(x \mid \xi)+P_{2}(x \mid-\xi)=\frac{4}{a} \sum_{n=1}^{\infty} \frac{\cos (2 n \pi x / a) \cos (2 n \pi \xi / a)}{(2 n \pi / a)^{2}} \\
=\frac{2}{A} \sum_{n=1}^{\infty} \frac{\cos (n \pi x / A) \cos (n \pi \xi / A)}{(n \pi / A)^{2}} \tag{23}
\end{gather*}
$$

and assuming (without loss of generality) that $x<a / 2$, it follows from equation (19) that

$$
\begin{align*}
P_{2}(x \mid \xi)+P_{2}(x \mid-\xi)=N_{2}(x \mid \xi) & =\frac{x^{2}+\xi^{2}}{2 A}-x+\frac{A}{3} \\
& =\frac{x^{2}+\xi^{2}}{2 A}-\xi+\frac{A}{3} \tag{24}
\end{align*} \quad(x<\xi) .
$$

The (Dirichlet) Green function can be similarly obtained, either as a Fourier sine series

$$
\begin{equation*}
P_{2}(x \mid \xi)-P_{2}(x \mid-\xi)=\frac{4}{a} \sum_{n=1}^{\infty} \frac{\sin (2 n \pi x / a) \sin (2 n \pi \xi / a)}{(2 n \pi / a)^{2}} \tag{25}
\end{equation*}
$$

or as a piecewise linear function of $x$ :

$$
\begin{align*}
P_{2}(x \mid \xi)-P_{2}(x \mid-\xi)=G_{2}(x \mid \xi) & =\frac{1}{A} \xi(A-x) & & (x>\xi) \\
& =\frac{1}{A} x(A-\xi) & & (x<\xi) \tag{26}
\end{align*}
$$

### 3.4. Two-dimensional periodic modified Green function

The analogue of equation (17) for the periodic Green function $P_{22}$ defined for the rectangle $\{(x, y) \mid 0 \leqslant x \leqslant a, 0 \leqslant y \leqslant b\}$ is equal to the sum of terms in equation (6), wherein at most two indices are zero. This can also be obtained by expansion in the eigenfunctions
$\phi_{n m}(x, y)=\mathrm{e}^{\mathrm{i}\left(\lambda_{n} x+\mu_{m} y\right)} \quad \lambda_{n}=\frac{2 n \pi}{a} \quad \mu_{n}=\frac{2 m \pi}{b} \quad m, n=0, \pm 1, \pm 2, \ldots$
$\left\|\phi_{n m}(x, y)\right\|^{2}=\int_{0}^{a} \int_{0}^{b} \phi_{n}(x, y) \phi_{n}^{*}(x, y) \mathrm{d} x \mathrm{~d} y=a b$
as

$$
\begin{equation*}
P_{22}(x, y \mid \xi, \eta)=\sum_{n, m}^{\prime} \frac{\phi_{n m}(x, y) \phi_{n m}^{*}(\xi, \eta)}{\left\|\phi_{n m}(x, y)\right\|^{2}\left(\lambda_{n}^{2}+\mu_{m}^{2}\right)} \tag{29}
\end{equation*}
$$

After combining the complex exponentials and excluding the term with $n=m=0$,
$P_{22}(x, y \mid \xi, \eta)=\frac{4}{a b} \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} \gamma_{n m} \frac{\cos [2 n \pi(x-\xi) / a] \cos [2 m \pi(y-\eta) / b]}{(2 n \pi / a)^{2}+(2 m \pi / b)^{2}}$
where $\gamma_{00}=0, \gamma_{0 m}=\gamma_{n 0}=1 / 2$, and $\gamma_{n m}=1$ for $n, m>0$. Suppressing the arbitrary constants that can be added to this expression without affecting the satisfaction of the periodic boundary conditions, two equivalent forms can be derived:
$P_{22}(x, y \mid \xi, \eta)=\frac{1}{a} P_{2}(y \mid \eta)+\frac{2}{a b} \sum_{n=1}^{\infty} \cos \frac{2 n \pi(x-\xi)}{a} \sum_{m=-\infty}^{\infty} \frac{\cos [2 m \pi(y-\eta) / b]}{(2 n \pi / a)^{2}+(2 m \pi / b)^{2}}$
$P_{22}(x, y \mid \xi, \eta)=\frac{1}{b} P_{2}(x \mid \xi)+\frac{2}{a b} \sum_{m=1}^{\infty} \cos \frac{2 m \pi(y-\eta)}{b} \sum_{n=-\infty}^{\infty} \frac{\cos [2 n \pi(x-\xi) / a]}{(2 n \pi / a)^{2}+(2 m \pi / b)^{2}}$.
As shown by Marshall (1999), a rapidly convergent form of the double series can be obtained by application of the PSF in the form

$$
\begin{equation*}
\sum_{m=-\infty}^{\infty} f(m) \cos p m=\sum_{M=-\infty}^{\infty} \int_{-\infty}^{\infty} f(t) \cos (2 M \pi+p) t \mathrm{~d} t \tag{32}
\end{equation*}
$$

where $p$ is a real parameter. Identifying $f$ and $p$ as

$$
\begin{equation*}
f(t) \equiv \frac{1}{(2 n \pi / a)^{2}+(2 \pi / b)^{2}} \quad p \equiv \frac{2 \pi(y-\eta)}{b} \tag{33}
\end{equation*}
$$

and making use of equation (11) produces

$$
\begin{equation*}
\sum_{m=-\infty}^{\infty} \frac{\cos [2 m \pi(y-\eta) / b]}{(2 n \pi / a)^{2}+(2 m \pi / b)^{2}}=\frac{a b}{4 \pi n} \sum_{M=-\infty}^{\infty} \mathrm{e}^{-\frac{2 n \pi}{a}|M b+y-\eta|} \tag{34}
\end{equation*}
$$

Therefore

$$
\begin{align*}
& H_{a b}(x-\xi, y-\eta) \equiv \sum_{n=1}^{\infty} \cos \frac{2 n \pi(x-\xi)}{a} \sum_{m=-\infty}^{\infty} \frac{\cos [2 m \pi(y-\eta) / b]}{(2 n \pi / a)^{2}+(2 m \pi / b)^{2}} \\
&=\frac{a b}{4 \pi} \sum_{M=-\infty}^{\infty}\left[\sum_{n=1}^{\infty} \frac{\mathrm{e}^{-\frac{2 n \pi| ||b+y-\eta|}{a}}}{n} \cos \frac{2 n \pi(x-\xi)}{a}\right] \\
&=-\frac{a b}{8 \pi} \sum_{M=-\infty}^{\infty} \ln \left[1-2 \mathrm{e}^{-\frac{2 \pi|M b+y-\eta|}{a}} \cos \frac{2 \pi(x-\xi)}{a}+\mathrm{e}^{-\frac{4 \pi|M b+y-\eta|}{a}}\right] \tag{35a}
\end{align*}
$$

where the last step follows by identifying the sum over $n$ as the real part of a complex logarithmic power series. Precisely similar transformations can obviously be applied to the series in the second line of equation (31):

$$
\begin{align*}
H_{b a}(y-\eta, x-\xi) \equiv \sum_{m=1}^{\infty} \cos \frac{2 m \pi(y-\eta)}{b} \sum_{n=-\infty}^{\infty} \frac{\cos [2 n \pi(x-\xi) / a]}{(2 n \pi / a)^{2}+(2 m \pi / b)^{2}} \\
=-\frac{a b}{8 \pi} \sum_{N=-\infty}^{\infty} \ln \left[1-2 \mathrm{e}^{\frac{2 \pi| | a+x-\xi \mid}{b}} \cos \frac{2 \pi(y-\eta)}{b}+\mathrm{e}^{\frac{4 \pi| | N a+x-\xi \mid}{b}}\right] . \tag{35b}
\end{align*}
$$

An alternative form of the relation between the functions $H_{a b}$ and $H_{b a}$ can be established by equating the two equivalent rearrangements of the double series

$$
\begin{gather*}
\sum_{n=1}^{\infty} \sum_{m=1}^{\infty} \frac{\cos (2 n \pi X / a) \cos (2 m \pi Y / b)}{(2 n \pi / a)^{2}+(2 m \pi / b)^{2}}=\frac{1}{2}\left[H_{a b}(X, Y)-\sum_{n=1}^{\infty} \frac{\cos (2 n \pi X / a)}{(2 n \pi / a)^{2}}\right] \\
=\frac{1}{2}\left[H_{b a}(Y, X)-\sum_{m=1}^{\infty} \frac{\cos (2 m \pi Y / b)}{(2 m \pi / b)^{2}}\right] . \tag{36}
\end{gather*}
$$

Transposing terms, and making use of equation (18), it follows that

$$
\begin{align*}
H_{a b}(X, Y) & -H_{b a}(Y, X)=\sum_{n=1}^{\infty} \frac{\cos (2 n \pi X / a)}{(2 n \pi / a)^{2}}-\sum_{m=1}^{\infty} \frac{\cos (2 m \pi Y / b)}{(2 m \pi / b)^{2}} \\
& =\frac{1}{4}\left[\left(X-\frac{a}{2}\right)^{2}-\left(Y-\frac{b}{2}\right)^{2}+\frac{b^{2}-a^{2}}{12}\right] . \tag{37}
\end{align*}
$$

$H_{a b}$ converges rapidly if $b \gg a$ and $H_{b a}$ converges rapidly for $a \gg b$. Therefore, if the value of the more slowly converging series is needed, equation (37) can be used to express this in terms of the more rapidly converging series, thereby substantially reducing the amount of computation. It is of particular interest to consider the limiting behaviour of the function $H_{a b}$ as its arguments $X$ and $Y$ tend to zero, or equivalently, as the dimensions $a$ and $b$ of the rectangle become infinite. In this limit, the series in equation (35a) will be dominated by the term for which $M=0$. Expanding the exponentials and the cosine function appearing in the argument of this term to second order produces the approximation

$$
\begin{align*}
& 1-2 \mathrm{e}^{-\frac{2 \pi|y-\eta|}{a}} \cos \frac{2 \pi(x-\xi)}{a}+\mathrm{e}^{-\frac{4 \pi|y-\eta|}{a}}=\left(\frac{2 \pi}{a}\right)^{2}\left[(x-\xi)^{2}+(-\eta)^{2}\right]+\cdots  \tag{38}\\
& -\frac{1}{4 \pi} \ln \left[1-2 \mathrm{e}^{-\frac{2 \pi|y-\eta|}{a}} \cos \frac{2 \pi(x-\xi)}{a}+\mathrm{e}^{-\frac{4 \pi|y-\eta|}{a}}\right]=-\frac{1}{2 \pi} \ln \sqrt{(x-\xi)^{2}+(y-\eta)^{2}}+\cdots \tag{39}
\end{align*}
$$

Thus, the logarithmic function correctly reduces to a line-source potential in this limit. Proceeding similarly for the corresponding term with $N=0$ in the function $H_{b a}$, it can be concluded that

$$
\begin{equation*}
P_{22}(x, y \mid \xi, \eta)=\frac{1}{a} P_{2}(y \mid \eta)+\frac{2}{a b} H_{a b}(x-\xi, y-\eta) \tag{40a}
\end{equation*}
$$

and

$$
\begin{equation*}
P_{22}(x, y \mid \xi, \eta)=\frac{1}{b} P_{2}(x \mid \xi)+\frac{2}{a b} H_{b a}(y-\eta, x-\xi) \tag{40b}
\end{equation*}
$$

represent the two-dimensional periodic Green's function, and reduce to

$$
\begin{equation*}
G_{00}=-\frac{1}{2 \pi} \ln \sqrt{(x-\xi)^{2}+(y-\eta)^{2}} \tag{41}
\end{equation*}
$$

in the limit as $a$ and $b$ tend to infinity and the field and source point remain fixed. Finally, the relation between $P_{22}$ and the Neumann function for the rectangle $\{(x, y) \mid 0 \leqslant x \leqslant A$, $0 \leqslant y \leqslant B\}$, where $A=a / 2$ and $B=b / 2$, can be derived. From equation (25),

$$
\begin{align*}
P_{22}(x, y \mid \xi, \eta) & +P_{22}(x, y \mid \xi,-\eta)+P_{22}(x, y \mid-\xi, \eta)+P_{22}(x, y \mid-\xi,-\eta) \\
= & \frac{1}{A} N_{2}(y \mid \eta)+\frac{1}{2 A B}\left\{F_{A B}(x-\xi, y-\eta)\right. \\
& \left.+F_{A B}(x-\xi, y+\eta)+F_{A B}(x+\xi, y-\eta)+F_{A B}(x+\xi, y+\eta)\right\} \tag{42}
\end{align*}
$$

where

$$
F_{A B}(X, Y)=\frac{-A B}{2 \pi} \sum_{M=-\infty}^{\infty} \ln \left[1-2 \mathrm{e}^{-\frac{\pi}{A}|2 M B+Y|} \cos \frac{\pi X}{A}+\mathrm{e}^{-\frac{2 \pi}{A}|2 M B+Y|}\right]
$$

This agrees, to within a constant, with an earlier result (Marshall 1999).

### 3.5. Three-dimensional periodic modified Green function

Extending equation (30), the eigenfunction expansion of the three-dimensional periodic Green function is

$$
\begin{align*}
& P_{222}(x, y, z \mid \xi, \eta, \zeta)=\frac{8}{a b c} \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} \sum_{k=0}^{\infty} \gamma_{n m k} \\
& \times \frac{\cos [2 n \pi(x-\xi) / a] \cos [2 m \pi(y-\eta) / b] \cos [2 k \pi(z-\zeta) / c]}{(2 k \pi / c)^{2}+(2 m \pi / b)^{2}+(2 n \pi / a)^{2}} \tag{43}
\end{align*}
$$

where $\gamma_{000}=0, \gamma_{m 00}=\gamma_{0 m 0}=\gamma_{00 k}=1 / 4, \gamma_{0 m k}=\gamma_{n 0 k}=\gamma_{n m 0}=1 / 2$ and $\gamma_{n m k}=1$ for $n, m$ and $k>0$. However, this expression is rather cumbersome; it is much more convenient to construct the three-dimensional Green function by separating the terms for which $k$ is zero from those for which $k$ is nonzero. The sum of the first group (excluding the $n=m=0$ term) is the two-dimensional Green function considered in the previous section. The second group contains terms with all positive values of $k$, and positive and zero values of both $m$ and $n$; since the summands are even functions of $m$ and $n$, these indices can be considered to assume all integral values. Thus, to within an additive constant,

$$
\begin{align*}
& P_{222}(x, y, z \mid \xi, \eta, \zeta)=\frac{1}{c} P_{22}(x, y \mid \xi, \eta)+\frac{2}{a b c} \sum_{k=1}^{\infty} \cos \frac{2 k \pi(z-\zeta)}{c} \\
& \times\left\{\sum_{m=-\infty}^{\infty} \sum_{n=-\infty}^{\infty} \frac{\cos [2 m \pi(y-\eta) / b] \cos [2 n \pi(x-\xi) / a]}{(2 k \pi / c)^{2}+(2 m \pi / b)^{2}+(2 n \pi / a)^{2}}\right\} \tag{44}
\end{align*}
$$

Application of the PSF to the sum over $n$ in the curly brackets gives

$$
\begin{align*}
& \sum_{n=-\infty}^{\infty} \frac{\cos [2 n \pi(x-\xi) / a]}{(2 k \pi / c)^{2}+(2 m \pi / b)^{2}+(2 n \pi / a)^{2}}=\sum_{N=-\infty}^{\infty} \int_{-\infty}^{\infty} \frac{\cos (2 N \pi t+2 t \pi(x-\xi) / a)}{(2 k \pi / c)^{2}+(2 m \pi / b)^{2}+(2 t \pi / a)^{2}} \mathrm{~d} t \\
& \quad=\frac{a}{2 \pi} \sum_{N=-\infty}^{\infty} \int_{-\infty}^{\infty} \frac{\cos (N a+x-\xi) u}{(2 k \pi / c)^{2}+(2 m \pi / b)^{2}+u^{2}} \mathrm{~d} u \\
& \quad=\frac{a}{2} \sum_{N=-\infty}^{\infty} \frac{\mathrm{e}^{-|N a+x-\xi| \sqrt{\left(\frac{2 k \pi}{c}\right)^{2}+\left(\frac{2 m \pi}{b}\right)^{2}}}}{\sqrt{(2 k \pi / c)^{2}+(2 m \pi / b)^{2}}} \tag{45}
\end{align*}
$$

where the integrals have been evaluated by application of equation (11). The Fourier summation over $m$ can be carried out by a second application of the PSF, in which the Fourier integrals are evaluated by equation (12):

$$
\begin{align*}
\sum_{m=-\infty}^{\infty} \cos & \frac{2 m \pi(y-\eta)}{b} \sum_{n=-\infty}^{\infty} \frac{\cos [2 n \pi(x-\xi) / a]}{(2 k \pi / c)^{2}+(2 m \pi / b)^{2}+(2 n \pi / a)^{2}} \\
& =\frac{a}{2} \sum_{N=-\infty}^{\infty}\left\{\sum_{m=-\infty}^{\infty} \frac{\mathrm{e}^{-|N a+x-\xi| \sqrt{\left(\frac{2 k \pi}{c}\right)^{2}+\left(\frac{2 m \pi}{b}\right)^{2}}}}{\sqrt{(2 k \pi / c)^{2}+(2 m \pi / b)^{2}}} \cos \frac{2 m \pi(y-\eta)}{b}\right\} \\
& =\frac{a b}{2 \pi} \sum_{N=-\infty}^{\infty} \sum_{M=-\infty}^{\infty} K_{0}\left[\frac{2 k \pi}{c} \sqrt{(N a+x-\xi)^{2}+(M b+y-\eta)^{2}}\right] . \tag{46}
\end{align*}
$$

The three-dimensional periodic Green function is therefore

$$
\begin{align*}
& P_{222}(x, y, z \mid \xi, \eta, \zeta)=\frac{1}{c} P_{22}(x, y \mid \xi, \eta) \\
& \quad+\frac{1}{\pi c} \sum_{k=1}^{\infty}\left\{\sum_{N=-\infty}^{\infty} \sum_{M=-\infty}^{\infty} K_{0}\left[\frac{2 k \pi}{c} \sqrt{(N a+x-\xi)^{2}+(M b+y-\eta)^{2}}\right]\right\} \\
& \quad \times \cos \frac{2 k \pi(z-\zeta)}{c} . \tag{47a}
\end{align*}
$$

The limiting behaviour of this result is best examined in two stages. As $a$ and $b$ tend to infinity, all the $K_{0}$ functions vanish except for those corresponding to $N=M=0$. Since the two-dimensional Green function approaches the line-source potential,

$$
\begin{align*}
& P_{002}(x, y, z \mid \xi, \eta, \zeta) \equiv \lim _{a, b \rightarrow \infty} P_{222}(x, y, z \mid \xi, \eta, \zeta) \\
&=-\frac{1}{2 \pi c} \ln \sqrt{(x-\xi)^{2}+(y-\eta)^{2}}+\frac{1}{\pi c} \sum_{k=1}^{\infty} K_{0}\left[\frac{2 k \pi}{c} \sqrt{(x-\xi)^{2}+(y-\eta)^{2}}\right] \\
& \times \cos \frac{2 k \pi(z-\zeta)}{c} \tag{48}
\end{align*}
$$

which, apart from a trivial difference in nomenclature, is the periodic Green function obtained by Linton (1999) for the region bounded by two parallel planes. As $c$ tends to infinity, the line source term vanishes, and the sum of $K_{0}$ functions becomes an integral, which can be evaluated by application of equation (13):

$$
\begin{align*}
\frac{1}{\pi c} \sum_{k=1}^{\infty} K_{0}[ & \left.\frac{2 k \pi}{c} \sqrt{(x-\xi)^{2}+(y-\eta)^{2}}\right] \cos \frac{2 k \pi(z-\zeta)}{c} \\
& \rightarrow \frac{1}{2 \pi^{2}} \int_{0}^{\infty} K_{0}\left[v \sqrt{(x-\xi)^{2}+(y-\eta)^{2}}\right] \cos \nu(z-\zeta) \mathrm{d} v \\
& =\frac{1}{4 \pi \sqrt{(x-\xi)^{2}+(y-\eta)^{2}+(z-\zeta)^{2}}} \tag{49}
\end{align*}
$$

The modified Green function therefore correctly approaches the free-space Green function as the dimensions of the enclosure approach infinity, or equivalently, as the field point and the source point approach each other.

### 3.6. Ewald representation of the periodic Green function

The coulombic lattice sums that arise in computer simulation of polar fluids are almost exclusively evaluated by applying the Ewald transformation to charge distributions that are represented as neutral collections of point charges. To compare the performance of Ewald summation and the present results, it is necessary to apply the Ewald method to the evaluation of the periodic Green function. This can readily be achieved by a generalization of the derivation given by Leibfried (1955), which is based on an integral representation of the Fourier coefficients of the potential rather than the potential itself:

$$
\begin{gather*}
P_{222}(x, y, z \mid \xi, \eta, \zeta)=\frac{1}{a b c} \sum_{k, m, n}^{\prime} \int_{0}^{\infty} \mathrm{e}^{-\left[\left(\frac{2 n \pi}{a}\right)^{2}+\left(\frac{2 m \pi}{b}\right)^{2}+\left(\frac{2 k \pi}{c}\right)^{2}\right] t+\mathrm{i}\left[\frac{2 n \pi(x-\xi)}{a}+\frac{2 m \pi(y-n)}{b}+\frac{2 k \pi(z-\zeta)}{c}\right]} \mathrm{d} t \\
=\frac{1}{a b c} \int_{0}^{\infty}\left\{\sum_{k, m, n}^{\prime} \mathrm{e}^{-\left[\left(\frac{2 n \pi}{a}\right)^{2}+\left(\frac{2 m \pi}{b}\right)^{2}+\left(\frac{2 k \pi}{c}\right)^{2}\right] t+\mathrm{i}\left[\frac{2 n \pi(x-\xi)}{a}+\frac{2 m \pi(y-n)}{b}+\frac{2 k \pi(z-5)}{c}\right]}\right\} \mathrm{d} t . \tag{50}
\end{gather*}
$$

Next, it is observed that the sum of Gaussian functions over all values of $k, m$ and $n$ can be factorized:

$$
\begin{align*}
& \sum_{k=-\infty}^{\infty} \sum_{m=-\infty}^{\infty} \sum_{n=-\infty}^{\infty} \mathrm{e}^{-\left[\left(\frac{2 n \pi}{a}\right)^{2}+\left(\frac{2 m \pi}{b}\right)^{2}+\left(\frac{2 k \pi}{c}\right)^{2}\right] t+\mathrm{i}\left[\frac{2 n \pi(x-\xi)}{a}+\frac{2 m \pi(y-\eta)}{b}+\frac{2 k \pi(z-\zeta)}{c}\right]} \\
&=\left\{\sum_{k=-\infty}^{\infty} \mathrm{e}^{-\left(\frac{2 k \pi}{c}\right)^{2} t+\mathrm{i} \frac{2 k \pi(z-\zeta)}{c}}\right\}\left\{\sum_{m=-\infty}^{\infty} \mathrm{e}^{-\left(\frac{2 m \pi}{b}\right)^{2} t+\mathrm{i} \frac{2 m \pi(y-\eta)}{b}}\right\} \\
& \times\left\{\sum_{n=-\infty}^{\infty} \mathrm{e}^{-\left(\frac{2 n \pi}{a}\right)^{2} t+\mathrm{i} \frac{2 n \pi(x-\xi)}{a}}\right\} \tag{51}
\end{align*}
$$

The convergence of each of these three groups of terms for small values of $t$ can be accelerated by applying the Poisson-Jacobi formula (Bellman 1961, p 10):

$$
\begin{equation*}
\sum_{k=-\infty}^{\infty} \mathrm{e}^{-\frac{k^{2} \pi^{2}}{u}+2 k \pi \mathrm{i} X}=\sqrt{\frac{u}{\pi}} \sum_{K=-\infty}^{\infty} \mathrm{e}^{-(X+K)^{2} u} \tag{52}
\end{equation*}
$$

where $X$ and $u$ are real parameters. Thus, for example, with $X=(z-\zeta) / c$ and $u=c^{2} / 4 t$, the sum over $k$ becomes

$$
\begin{equation*}
\sum_{k=-\infty}^{\infty} \mathrm{e}^{-\left(\frac{2 k \pi}{c}\right)^{2} t+\mathrm{i} \frac{2 k \pi(z-\zeta)}{c}}=\frac{c}{\sqrt{4 \pi t}} \sum_{K=-\infty}^{\infty} \mathrm{e}^{-\frac{(z-\zeta+K c)^{2}}{4 t}} \tag{53}
\end{equation*}
$$

and proceeding similarly for the other two sums gives

$$
\begin{align*}
\sum_{k=-\infty}^{\infty} \sum_{m=-\infty}^{\infty} & \sum_{n=-\infty}^{\infty} \mathrm{e}^{-\left[\left(\frac{2 n \pi}{a}\right)^{2}+\left(\frac{2 m \pi}{b}\right)^{2}+\left(\frac{2 k \pi}{c}\right)^{2}\right] t+i\left[\frac{2 n \pi(x-\xi)}{a}+\frac{2 m \pi(y-n)}{b}+\frac{2 k \pi(z-\xi)}{c}\right]} \\
& =\frac{a b c}{(4 \pi t)^{3 / 2}} \sum_{K=-\infty}^{\infty} \sum_{M=-\infty}^{\infty} \sum_{N=-\infty}^{\infty} \mathrm{e}^{\frac{-(z-\zeta+K c)^{2}+\left((y-n+M b)^{2}+(x-\xi+N a)^{2}\right.}{4 t}} . \tag{54}
\end{align*}
$$

The corresponding form of the primed lattice sum appearing in equation (50) is obtained from equation (54) by subtracting 1 from both sides. Since the right-hand side of equation (54) converges rapidly for small $t$, and the left-hand side converges rapidly for large $t$, a rapidly converging expression for $P_{222}$ can be obtained by integrating these respective forms over the two subintervals $[0, \beta]$ and $[\beta, \infty)$, where $\beta$ is positive. Thus,

$$
\begin{align*}
P_{222}(x, y, z \mid \xi, \eta, \zeta)= & \sum_{K=-\infty}^{\infty} \sum_{M=-\infty}^{\infty} \sum_{N=-\infty}^{\infty} \int_{0}^{\beta} \frac{1}{(4 \pi t)^{3 / 2}} \mathrm{e}^{\frac{-(x-\xi+N a)^{2}+(y-\eta+M b)^{2}+(z-\zeta+K c)^{2}}{4 t}} \mathrm{~d} t \\
& -\frac{\beta}{a b c}+\frac{1}{a b c} \sum_{k, m, n}^{\prime} \int_{\beta}^{\infty} \mathrm{e}^{-\left[\left(\frac{2 n \pi}{a}\right)^{2}+\left(\frac{2 m \pi}{b}\right)^{2}+\left(\frac{2 k \pi}{c}\right)^{2}\right] t+\mathrm{i}\left[\frac{2 n \pi(x-\xi)}{a}+\frac{2 m \pi(y-\eta)}{b}+\frac{2 k \pi(z-\zeta)}{c}\right]} \mathrm{d} t \\
= & \frac{1}{4 \pi} \sum_{K=-\infty}^{\infty} \sum_{M=-\infty}^{\infty} \sum_{N=-\infty}^{\infty} \\
& \times \frac{\operatorname{erfc}\left[\sqrt{\left.(x-\xi+N a)^{2}+(y-\eta+M b)^{2}+(z-\zeta+K c)^{2} / 2 \sqrt{\beta}\right]}\right.}{\sqrt{(x-\xi+N a)^{2}+(y-\eta+M b)^{2}+(z-\zeta+K c)^{2}}} \\
& -\frac{\beta}{a b c}+\frac{8}{a b c} \sum_{k=0}^{\infty} \sum_{m=0}^{\infty} \sum_{n=0}^{\infty} \gamma_{k m n} \frac{\mathrm{e}^{-\beta\left[\left(\frac{2 n \pi}{a}\right)^{2}+\left(\frac{2 m \pi}{b}\right)^{2}+\left(\frac{2 k \pi}{c}\right)^{2}\right]}}{(2 n \pi / a)^{2}+(2 m \pi / b)^{2}+(2 k \pi / c)^{2}} \\
& \times \cos \frac{2 n \pi(x-\xi)}{a} \cos \frac{2 m \pi(y-\eta)}{b} \cos \frac{2 k \pi(z-\eta)}{c} \tag{55}
\end{align*}
$$

where the coefficient $\gamma_{n m k}$ is as defined following equation (43). The above derivation illustrates why the Ewald method works best for lattices that are periodic in three dimensions: the change of variable that allows the small-t integral in equation (55) to be reducible to a complementary error function is possible only because of the $3 / 2$ power of $t$ in the denominator, which would not appear if the integrand contained only one or two transformed theta functions.

### 3.7. Self-potential

The calculation of lattice sums requires not only the potential experienced by each ion due to the periodic repetitions of all the other ions, but also the potential due to the periodic repetitions of itself. This 'self-potential' is the limit of the nonsingular part of the Green function as the field and source points approach each other (Leibfried 1955, p 135, equation (26.11)):
$Q_{222}(a, b, c)=\lim _{(x, y, z) \rightarrow(\xi, \eta, \zeta)}\left[P_{222}(x, y, z \mid \xi, \eta, \zeta)-G_{000}(x, y, z \mid \xi, \eta, \zeta)\right]$
and is evaluated much more conveniently in the Ewald representation of the Green function than from the $K_{0}$ Bessel function expansion. This is because in the former, the singularity is localized in the error-function term with $N=M=K=0$, while in the latter, the singularity is represented by the combined effect of infinitely many divergent $K_{0}$ functions. By use of the
approximation $\operatorname{erfc}(z) \simeq 1-2 z / \pi^{1 / 2}$, the Ewald representation of the self-potential $Q_{222}$ can be shown to be:

$$
\begin{align*}
Q_{222}(a, b, c)= & -\frac{1}{4 \pi \sqrt{\pi \beta}}-\frac{\beta}{a b c}+\frac{1}{4 \pi} \sum_{K, M, N}^{\prime} \frac{\operatorname{erfc}\left[\sqrt{(N a)^{2}+(M b)^{2}+(K c)^{2}} / 2 \sqrt{\beta}\right]}{\sqrt{(N a)^{2}+(M b)^{2}+(K c)^{2}}} \\
& +\frac{1}{a b c} \sum_{k, m, n}^{\prime} \frac{\mathrm{e}^{-\beta\left[\left(\frac{2 n \pi}{a}\right)^{2}+\left(\frac{2 m \pi}{b}\right)^{2}+\left(\frac{2 k \pi}{c}\right)^{2}\right]}}{(2 n \pi / a)^{2}+(2 m \pi / b)^{2}+(2 k \pi / c)^{2}} . \tag{57}
\end{align*}
$$

For semi-infinite regions with rectangular boundaries, Linton (1999) has developed alternatives to Bessel function expansions that converge rapidly when the distance between the field and source points has a small but finite value. His results were obtained by considering the limiting behaviour of the corresponding three-dimensional transient temperature fields, as time tends to infinity. Although Linton's general approach could, in principle, be appropriately modified to produce corresponding representations for $P_{222}$, it turns out that the counterpart of equation (56) for the $K_{0}$ expansion of the Green function can be obtained much more directly by modifying the derivation of the Ewald sum given in the previous section. Substituting the Gaussianintegral representation of $K_{0}$, viz.,

$$
\begin{equation*}
K_{0}(\lambda R)=\frac{1}{2} \int_{0}^{\infty} \frac{1}{t} \mathrm{e}^{-\lambda^{2} t-\frac{R^{2}}{4 t}} \mathrm{~d} t \tag{58}
\end{equation*}
$$

(Watson 1944, p 183) into the double sum of modified Bessel functions results in the integral

$$
\begin{align*}
& \frac{1}{2 \pi c} \sum_{k}^{\prime} \mathrm{e}^{\mathrm{i} \frac{2 k \pi(z-\xi)}{c}}\left\{\sum_{N=-\infty}^{\infty} \sum_{M=-\infty}^{\infty} K_{0}\left[\frac{2 k \pi}{c} \sqrt{(x-\xi+N a)^{2}+(y-\eta+M b)^{2}}\right]\right\} \\
& \quad=\frac{1}{4 \pi c} \int_{0}^{\infty} \frac{1}{t} \sum_{k}^{\prime} \mathrm{e}^{-\left(\frac{2 k \pi}{c}\right)^{2} t+\frac{2 k \pi(z-\xi)}{c} \mathrm{i}}\left\{\sum_{N=-\infty}^{\infty} \sum_{M=-\infty}^{\infty} \mathrm{e}^{-\frac{(x-\xi+N a)^{2}+(y-n+M b)^{2}}{4 t}}\right\} \mathrm{d} t \tag{59}
\end{align*}
$$

The Poisson-Jacobi formula can now be used to transform the summation over $k$, as in equation (53), and the integration divided into subintervals $[0, \beta]$ and $[\beta, \infty)$ as before. Thus:

$$
\begin{align*}
& \frac{1}{2 \pi c} \sum_{k}^{\prime} \mathrm{e}^{\mathrm{i} \frac{2 k \pi(z-5)}{c}}\left\{\sum_{N=-\infty}^{\infty} \sum_{M=-\infty}^{\infty} K_{0}\left[\frac{2 k \pi}{c} \sqrt{(x-\xi+N a)^{2}+(y-\eta+M b)^{2}}\right]\right\} \\
&= \frac{1}{4 \pi c} \int_{0}^{\beta} \frac{1}{t}\left[\frac{c}{\sqrt{4 \pi t}} \sum_{K=-\infty}^{\infty} \mathrm{e}^{-\frac{\left((-\zeta+K c)^{2}\right.}{4 t}}-1\right]\left\{\sum_{N=-\infty}^{\infty} \sum_{M=-\infty}^{\infty} \mathrm{e}^{\frac{(x-\xi+N a)^{2}+(y-\eta+M b)^{2}}{4 t}}\right\} \mathrm{d} t \\
&+\frac{1}{4 \pi c} \int_{\beta}^{\infty} \frac{1}{t} \sum_{k}^{\prime} \mathrm{e}^{-\left(\frac{2 k \pi}{c}\right)^{2} t+\frac{2 k \pi(z-\xi)}{c} \mathrm{i}} \sum_{n=-\infty}^{\infty} \mathrm{e}^{-\left(\frac{2 n \pi}{a}\right)^{2} t+\frac{2 n \pi(x-\xi)}{a} \mathrm{i}} \\
& \times \sum_{m=-\infty}^{\infty} \mathrm{e}^{-\left(\frac{2 m \pi}{b}\right)^{2} t+\frac{2 m \pi(y-\eta)}{b} \mathrm{i}} \mathrm{~d} t . \tag{60}
\end{align*}
$$

The first part of the first integral results in the same series of error functions that appears in equation (55), and the remaining terms are all readily expressible as exponential integrals:

$$
\begin{equation*}
\int_{0}^{\beta} \frac{1}{t} \mathrm{e}^{-\frac{R^{2}}{4 t}} \mathrm{~d} t \xrightarrow{u=1 / t} \int_{1 / \beta}^{\infty} \frac{1}{u} \mathrm{e}^{-\frac{R^{2} u}{4}} \mathrm{~d} u \xrightarrow{v=\beta u} \int_{1}^{\infty} \frac{1}{v} \mathrm{e}^{-\frac{R^{2} v}{4 \beta}} \mathrm{~d} v \equiv E_{1}\left(\frac{R^{2}}{4 \beta}\right) . \tag{61}
\end{equation*}
$$

The final integral on the right-hand side of equation (59) results in an exponential series that differs from its counterpart in equation (55) only in the limits of the summation over $k$. The alternative representation of the $K_{0}$ series is therefore

$$
\begin{align*}
& \frac{1}{2 \pi c} \sum_{k}^{\prime} \mathrm{e}^{\mathrm{i} \frac{2 k \pi(z-\zeta)}{c}}\left\{\sum_{N=-\infty}^{\infty} \sum_{M=-\infty}^{\infty} K_{0}\left[\frac{2 k \pi}{c} \sqrt{(x-\xi+N a)^{2}+(y-\eta+M b)^{2}}\right]\right\} \\
&= \frac{1}{4 \pi} \sum_{K=-\infty}^{\infty} \sum_{M=-\infty}^{\infty} \sum_{N=-\infty}^{\infty} \\
& \times \frac{\operatorname{erfc}\left[\sqrt{(x-\xi+N a)^{2}+(y-\eta+M b)^{2}+(z-\zeta+K c)^{2}} / 2 \sqrt{\beta}\right]}{\sqrt{(x-\xi+N a)^{2}+(y-\eta+M b)^{2}+(z-\zeta+K c)^{2}}} \\
&-\frac{1}{4 \pi c} \sum_{N=-\infty}^{\infty} \sum_{M=-\infty}^{\infty} E_{1}\left[\frac{(x-\xi+N a)^{2}+(y-\eta+M b)^{2}}{4 \beta}\right] \\
&+\frac{2}{a b c} \sum_{k=1}^{\infty} \sum_{m=-\infty}^{\infty} \sum_{n=-\infty}^{\infty} \frac{\mathrm{e}^{-\beta\left[\left(\frac{2 \pi n}{a}\right)^{2}+\left(\frac{2 \pi m}{b}\right)^{2}+\left(\frac{2 \pi k}{c}\right)^{2}\right]}}{(2 \pi n / a)^{2}+(2 \pi m / b)^{2}+(2 \pi k / c)^{2}} \\
& \times \cos \frac{2 \pi n(x-\xi)}{a} \cos \frac{2 \pi m(y-\eta)}{b} \cos \frac{2 \pi k(z-\zeta)}{c} . \tag{62}
\end{align*}
$$

As a result of the above transformations, the singularity shown by the $K_{0}$ series as the field and source points approach each other has been isolated into the error function term with $N=M=K=0$, and the exponential integral with $N=M=0$. However, noting the power series expansion of the exponential integral,

$$
\begin{equation*}
E_{1}(z)=-\gamma-\ln z-\sum_{n=1}^{\infty} \frac{(-z)^{n}}{n n!} \tag{63}
\end{equation*}
$$

(Abramowitz and Stegun 1964, p 229), it can be seen that the latter singularity will be cancelled by the line-source potential that is approached by $P_{22}$ in this limit:

$$
\begin{align*}
& -\frac{1}{2 \pi c} \ln \sqrt{(x-\xi)^{2}+(y-\eta)^{2}}-E_{1}\left[\frac{(x-\xi)^{2}+(y-\eta)^{2}}{4 \beta}\right] \\
& \quad=\frac{1}{4 \pi c}\left\{\gamma-\ln (4 \beta)+\sum_{n=1}^{\infty} \frac{(-1 / 4 \beta)^{n}\left[(x-\xi)^{2}+(y-\eta)^{2}\right]^{n}}{n n!}\right\} . \tag{64}
\end{align*}
$$

Since the limit of the singular complementary error function term is evaluated exactly as in equation (57), the required alternative expression for the self-potential is

$$
\begin{align*}
Q_{222}(a, b, c)= & \lim _{(x, y, z) \rightarrow(\xi, \eta, \zeta)}\left[P_{222}(x, y, z \mid \xi, \eta, \zeta)-G_{000}(x, y, z \mid \xi, \eta, \zeta)\right] \\
= & \frac{b}{12 a c}-\frac{1}{\pi} \sum_{M=1}^{\infty} \ln \left[1-\mathrm{e}^{-\frac{2 \pi M b}{a}}\right] \\
& +\frac{1}{4 \pi c}\left\{\gamma-\ln (4 \beta)+\sum_{N, M}^{\prime} E_{1}\left[\frac{(N a)^{2}+(M b)^{2}}{4 \beta}\right]\right\}-\frac{1}{4 \pi \sqrt{\pi \beta}} \\
& +\frac{1}{4 \pi} \sum_{K, M, N}^{\prime} \frac{\operatorname{erfc}\left[\sqrt{(N a)^{2}+(M b)^{2}+(K c)^{2}} / 2 \sqrt{\beta}\right]}{\sqrt{(N a)^{2}+(M b)^{2}+(K c)^{2}}} \\
& +\frac{2}{a b c} \sum_{k=1}^{\infty} \sum_{n=-\infty}^{\infty} \sum_{m=-\infty}^{\infty} \frac{\mathrm{e}^{-\beta\left[\left(\frac{2 n \pi}{a}\right)^{2}+\left(\frac{2 m \pi}{b}\right)^{2}+\left(\frac{2 k \pi}{c}\right)^{2}\right]}}{(2 n \pi / a)^{2}+(2 m \pi / b)^{2}+(2 k \pi / c)^{2}} \tag{65}
\end{align*}
$$

The mutual consistency of equations (65) and (57) can be established by identifying the double sum of $E_{1}$ functions as part of the Ewald expansion of $P_{22}$, viz.

$$
\begin{align*}
P_{22}(x, y \mid \xi, \eta) & =\frac{1}{4 \pi} \sum_{N=-\infty}^{\infty} \sum_{M=-\infty}^{\infty} E_{1}\left[\frac{(x-\xi+N a)^{2}+(y-\eta+M b)^{2}}{4 \beta}\right] \\
& -\frac{\beta}{a b}+\frac{1}{a b} \sum_{n, m}^{\prime} \frac{\mathrm{e}^{-\beta}\left[\left(\frac{2 n \pi}{a}\right)^{2}+\left(\frac{2 m \pi}{b}\right)^{2}\right]}{(2 n \pi / a)^{2}+(2 m \pi / b)^{2}} \cos \frac{2 n \pi(x-\xi)}{a} \cos \frac{2 m \pi(y-\eta)}{b} \tag{66a}
\end{align*}
$$

which can readily be derived by adapting the method used to obtain equation (55). Thus,

$$
\begin{array}{r}
\frac{1}{4 \pi} \sum_{N=-\infty}^{\infty} \sum_{M=-\infty}^{\infty} E_{1}\left[\frac{(x-\xi+N a)^{2}+(y-\eta+M b)^{2}}{4 \beta}\right]=P_{22}(x, y \mid \xi, \eta)+\frac{\beta}{a b} \\
\quad=\frac{1}{a b} \sum_{n, m}^{\prime} \frac{\mathrm{e}^{-\beta\left[\left(\frac{2 n \pi}{a}\right)^{2}+\left(\frac{2 n \pi}{b}\right)^{2}\right]}}{(2 n \pi / a)^{2}+(2 m \pi / b)^{2}} \cos \frac{2 n \pi(x-\xi)}{a} \cos \frac{2 m \pi(y-\eta)}{b} . \tag{66b}
\end{array}
$$

It can easily be verified that equation (55) results if equations (62) and (66b) are substituted into equation (47a).

### 3.8. Electrostatic energy and Madelung constant

With expressions in hand for both $P_{222}$ and $Q_{222}$, the general expression for the electrostatic energy $E$ of a neutral unit cell consisting of charges $q_{i}$ at points ( $\xi_{i}, \eta_{i}, \zeta_{i}$ ) follows (Leibfried 1955, p 136, equation (27.4)):

$$
\begin{equation*}
E=\frac{1}{2} 4 \pi\left[\sum_{i \neq j} q_{i} q_{j} P_{222}\left(\xi_{i}, \eta_{i}, \zeta_{i} \mid \xi_{j}, \eta_{j}, \zeta_{j}\right)+\sum_{i} q_{i}^{2} Q_{222}(a, b, c)\right] \tag{67}
\end{equation*}
$$

For charges of equal magnitude $q$ arranged in a Bravais lattice, all atomic positions are of equivalent symmetry. The Madelung constant is obtained by dividing $E$ by the electrostatic energy of a pair of neighbouring positive and negative charges separated by distance $L$ :

$$
\begin{equation*}
Z=-\frac{L}{q^{2}} E \tag{68}
\end{equation*}
$$

## 4. Numerical results

### 4.1. Two-dimensional periodic Green function

The difference in the speed of convergence of the logarithmic series in the two equivalent forms of $P_{22}$ can be demonstrated by evaluating them for $(x, y)=(1,1)$ and $(\xi, \eta)=(1.5,1.5)$ in a rectangle with $a=15$ and $b=4$. An estimate of the value of $M$ required to reduce the leading term of the series in equation (31a) to $\varepsilon$ can be obtained from the formula

$$
\begin{equation*}
M_{\max }=\frac{1}{b}\left(|y-\eta|-\frac{a}{2 \pi} \ln \frac{\varepsilon}{2}\right) . \tag{69}
\end{equation*}
$$

The terms in the series of equation (31a) are as follows:

```
P2 ( 1.0000| 1.5000) = 0.1145833
Mmax = 10
M = 10 ln(0.9999999) = -0.5960464E-07
M =- 10 ln( 0.9999999) = -0.1192093E-06
M = 9 ln(0.9999995) = -0.4768373E-06
M =- 9 ln( 0.9999993) = -0.6556513E-06
```

```
M = 2 ln(0.9451995) = -0.5635927E-01
M =- 2 ln( 0.9173283) = -0.8628986E-01
M = 1 ln}(0.7260185) = -0.3201798E+00
M =- 1 ln}(0.6017119) = -0.5079766E +00
M = 0 ln(0.0711527) = -0.2642928E+01
H (15.0000, 4.0000,-0.5000,-0.5000) = 8.7044292
\begin{tabular}{llll} 
P2 \((1.0000 \mid 1.5000) / 15.0000\) & \(=\) & 0.0076389 \\
H \((15.0000,4.0000,1.0000,1.0000) * 2 / 60.0000\) & \(=\) & 0.2901476 \\
P22 ( \(1.0000,1.0000 \mid 1.5000,1.5000)\) & \(=\) & 0.2977865
\end{tabular}
```

The output resulting from use of equation (31b) is:

```
P2 ( 1.0000| 1.5000) = 1.0083333
Mmax = 0
M = 0 ln(0.5630857) = -0.5743235E+00
H ( 4.0000,15.0000,-0.5000,-0.5000) = 1.3710963
P2 ( 1.0000| 1.5000)/4.0000 = 0.2520833
H (15.0000, 4.0000, 1.0000, 1.0000)*2/60.0000 = 0.0457032
P22( 1.0000, 1.0000| 1.5000, 1.5000) = 0.2977865
```

which confirms that $P_{22}$ can be evaluated very efficiently and that the two representations of this function are indeed equivalent.

### 4.2. Three-dimensional periodic Green function: $K_{0}$ expansion

The highest value of $k$ that is expected to contribute to the Fourier series of modified Bessel functions in $P_{222}$ can be related to the summation tolerance $\varepsilon$ by use of the formula

$$
\begin{equation*}
k_{\max }=\frac{-c \ln \varepsilon}{2 \pi \sqrt{(x-\xi)^{2}+(y-\eta)^{2}}} \tag{70}
\end{equation*}
$$

which is obtained by setting $M=N=0$ in the square root term and approximating $K_{0}$ by a simple exponential of its argument. Of course, such an approximation overestimates the number of terms required, since the $K_{0}$ function decreases slightly faster with increasing argument:

$$
\begin{equation*}
K_{0}(z) \sim \sqrt{\frac{\pi}{2 z}} \mathrm{e}^{-z} \tag{71}
\end{equation*}
$$

This method is less convenient for determining the highest values of $N$ and $M$ required, because the arguments of the remaining $K_{0}$ functions depend on $a$ and $b$ as well as the field and source point coordinates. The summation over $N$ for given values of $k$ and $M$ can be carried out by evaluating the $K_{0}$ function only for arguments such that the value of the $K_{0}$ function is larger than the error involved in the approximation. For example, the polynomial approximation given by Abramowitz and Stegun (1964, p 378) is stated to have a maximum error of $1.9 \times 10^{-7}$, which corresponds to an argument of about 14.3. The double summation is then formed by evaluating the sum over $N$ for $M=0, \pm 1, \pm 2, \ldots$.

The convergence rate of the series of $K_{0}$ functions deteriorates markedly not only as the field point approaches the source point, but more importantly if the $x$ - and $y$-coordinates of the source points are close. This limit can be dealt with by use of the Ewald-type expression
for the $K_{0}$ series derived in section 2.7, but more simply by observing that for a finite threedimensional region, $P_{222}$ can be written in two other forms besides equation (47a):

$$
\begin{align*}
& P_{222}(x, y, z \mid \xi, \eta, \zeta)=\frac{1}{a} P_{22}(y, z \mid \eta, \zeta) \\
& \quad+\frac{1}{\pi a} \sum_{n=1}^{\infty}\left\{\sum_{K=-\infty}^{\infty} \sum_{M=-\infty}^{\infty} K_{0}\left[\frac{2 n \pi}{a} \sqrt{(K c+z-\zeta)^{2}+(M b+y-\eta)^{2}}\right]\right\} \\
& \quad \times \cos \frac{2 n \pi(x-\xi)}{a} \tag{47b}
\end{align*}
$$

and

$$
\begin{align*}
& P_{222}(x, y, z \mid \xi, \eta, \zeta)=\frac{1}{b} P_{22}(z, x \mid \zeta, \xi) \\
& \quad+\frac{1}{\pi b} \sum_{m=1}^{\infty}\left\{\sum_{N=-\infty}^{\infty} \sum_{K=-\infty}^{\infty} K_{0}\left[\frac{2 m \pi}{b} \sqrt{(N a+x-\xi)^{2}+(K c+z-\zeta)^{2}}\right]\right\} \\
& \quad \times \cos \frac{2 m \pi(y-\eta)}{b} \tag{47c}
\end{align*}
$$

For example, the value of $P_{222}(0,0,0 \mid 0,0,1 / 2)$ cannot be obtained from equation (47a), but is obviously the same as $P_{222}(0,0,0 \mid 0,1 / 2,0)$ or $P_{222}(0,0,0 \mid 1 / 2,0,0)$, which can be obtained without difficulty from equations (47b) and (47c), respectively. Since, in general, the lengths of the projections of the vector $(x-\xi, y-\eta, z-\zeta)$ on the planes $z=0, x=0$ and $y=0$ are

$$
\begin{gather*}
r_{x y}=\sqrt{(x-\xi)^{2}+(y-\eta)^{2}} \quad r_{y z}=\sqrt{(y-\eta)^{2}+(z-\zeta)^{2}} \\
r_{x z}=\sqrt{(x-\xi)^{2}+(z-\zeta)^{2}} \tag{72}
\end{gather*}
$$

it follows by appropriate modifications of equation (70) that the fastest convergence is expected with equations (47a), (47b) or (47c) depending on whether $r_{x y}, r_{y z}$ or $r_{x z}$ is the greatest of these three quantities, respectively. (The required number of Fourier series terms also depends on the side lengths $a, b$ and $c$, especially if these lengths are very different. Such a situation is, however, unlikely to be of interest in molecular simulations.)

As an example, let us assume that $a=b=c=1$ and calculate $P_{222}(0,0,0$ | $1 / 2,1 / 2,1 / 2$ ), for which equations (47a), (47b) and (47c) are all equivalent. The one- and two-dimensional contributions and the $K_{0}$ functions in the Fourier series are as follows:

```
One-dimensional function:
P2 ( 0.0000| 0.5000) = -0.041667
Two-dimensional function:
Mmax = 3
H}(1.0000,1.0000,-0.5000,-0.5000)= -0.00674
P22( 0.0000, 0.0000| 0.5000, 0.5000) = -0.055159
kmax = 3
k = 1 Double Sum = 0.2742429E-01
k = 2 Double Sum = 0.2295795E-03
k = 3 Double Sum = 0.2214305E-05
P222( 0.0000, 0.0000, 0.0000| 0.5000, 0.5000, 0.5000) = -0.063816
Number of KO evaluations = 24.
```


### 4.3. Three-dimensional periodic Green function: Ewald representation

It is of particular interest to repeat the above calculation with the Ewald method, in view of Lekner's (1991) statement that the Ewald summation requires about ten times as many terms as the expansion in $K_{0}$ functions. With a convergence parameter, $\beta$, equal to 0.072 , the sums of error functions corresponding to the first few values of $K$ are

```
K = O Sum over M and N = 0.1038852
K = 1 Sum over M and N = 0.1038852
K =-1 Sum over M and N = 0.0000300
K = 2 Sum over M and N = 0.0000300
K =-2 Sum over M and N = 0.0000000
Sum over K = 0.2078303
```

and the terms in the exponential series are

```
K = O Sum over M and N = -0.0057329
K = 1 Sum over M and N = -0.0013109
K =-1 Sum over M and N = -0.0013109
K = 2 Sum over M and N = 0.0000001
K =-2 Sum over M and N = 0.0000001
Sum over K = -0.0083547
P222( 0.0000, 0.0000, 0.0000| 0.5000, 0.5000, 0.5000) = -0.063816
Number of erfc evaluations = 47
Number of exponential terms =
34.
```

The optimal value of $\beta$ can be expected to depend on the field and source point coordinates; the value of $\beta=0.072$ was selected by trial and error, so that equal numbers of error function and exponential terms are required in the evaluation of the self-potential term. The self-potential term was chosen for optimizing $\beta$ because it is the same for all charges in the enclosure, irrespective of their positions, and needs to be evaluated only once in a simulation. The required numbers of error function and exponential terms corresponding to various values of $\beta$ are presented in table 1 , and show that 31 terms are required for a convergent estimate of each series. For example, application of equation (57) gives, for the sum of the error functions,
$K=0$ Sum over $M$ and $N=0.0341813$
$K=1$ Sum over $M$ and $N=0.0089684$
$K=-1$ Sum over $M$ and $N=0.0089684$
$K=2$ Sum over $M$ and $N=0.0000001$
$\mathrm{K}=-2$ Sum over M and $\mathrm{N}=0.0000001$
Sum over K = 0.0521182.
For the exponential terms:

```
K = O Sum over M and N = 0.0060777
K = 1 Sum over M and N = 0.0016551
K =-1 Sum over M and N = 0.0016551
K = 2 Sum over M and N = 0.0000001
K =-2 Sum over M and N = 0.0000001
Sum over K = 0.0093881
Q222( 1.0000, 1.0000, 1.0000) = -0.225785
Number of erfc evaluations = 34
Number of exponential terms = 34.
```

Table 1. Optimization of the convergence parameter, $\beta . N_{\text {erfc }}$ and $N_{\text {exp }}$ are the number of error function and exponential terms required for convergence, respectively.

| $\beta$ | $N_{\text {erfc }}$ | $N_{\text {exp }}$ | Total |
| :--- | :--- | :--- | :---: |
| 0.060 | 25 | 66 | 91 |
| 0.070 | 34 | 42 | 76 |
| 0.071 | 34 | 34 | 68 |
| 0.072 | 34 | 34 | 68 |
| 0.073 | 34 | 34 | 68 |
| 0.074 | 42 | 34 | 76 |
| 0.075 | 42 | 34 | 76 |
| 0.080 | 42 | 34 | 76 |
| 0.090 | 58 | 26 | 84 |
| 0.100 | 66 | 26 | 92 |
| 0.110 | 90 | 25 | 115 |
| 0.120 | 90 | 25 | 115 |
| 0.130 | 90 | 25 | 115 |
| 0.140 | 98 | 21 | 119 |

The numerical values just calculated can be used to determine the Madelung constant for CsCl . Since for this body-centred cubic structure, the distance $L$ is equal to $a \sqrt{ } 3 / 2$, the Madelung constant is found from application of equation (68) to be $Z=1.762674$, which is in close agreement with the value determined by Lekner (1998): the discrepancy can with confidence be attributed to the errors in the approximate expressions used to evaluate the $K_{0}$ and erfc functions. The rate of convergence of equation (65) can be expected to be very similar, considering that the asymptotic behaviour of $E_{1}\left(X^{2}\right)$ for large arguments $X$ is similar to that of $\operatorname{erfc}(X)$.

The calculations presented here show that the convergence acceleration achieved by use of the PSF is extremely effective, and confirm that the $K_{0}$ expansion and the Ewald sum converge to the same numerical result. More importantly, they show that the $K_{0}$ expansion is considerably more efficient than the Ewald sum, requiring fewer than a third as many terms for a convergent estimate. Although this difference in rate of convergence is not nearly as great as that claimed by Lekner (1991), use of the $K_{0}$ expansion in place of Ewald summation could reduce substantially the amount of computation involved in simulation of polar or ionic fluids, assuming that the computational overhead associated with evaluation of the Bessel functions and complementary error functions is comparable. In the present work, these functions were both evaluated by the polynomial-based approximants given by Abramowitz and Stegun (1964); the approximation for $K_{0}$ is slightly more complicated (since it involves evaluation of $I_{0}$ as well). There is undoubtedly much room for improvement in the calculation of these functions, but comparison of the various methods is beyond the scope of the present paper. One possible improvement involves use of the Fourier integral representation of $K_{0}$ to construct an approximation based on the continued-fraction method recently described by Marshall (1998b).

## 5. Direct summation of Coulomb potentials

In the previous section the performances of the representations of the Green function as a Ewald sum and a Bessel function expansion were compared. Another comparison of interest is between the values of lattice sums determined by use of the Green function and those obtained by application of the PSF to summation of the Coulomb potentials. The potential at the point
$(x, y, z)$ due to a unit positive charge at $\left(x_{1}, y_{1}, z_{1}\right)$ and a unit negative charge at $\left(x_{2}, y_{2}, z_{2}\right)$, assumed to be infinitely repeated in three dimensions, is

$$
\begin{equation*}
S=\sum_{n=-\infty}^{\infty} \sum_{m=-\infty}^{\infty} \sum_{k=-\infty}^{\infty}\left\{\frac{1}{\sqrt{\rho_{1}^{2}+\left(k c+z-z_{1}\right)^{2}}}-\frac{1}{\sqrt{\rho_{2}^{2}+\left(k c+z-z_{2}\right)^{2}}}\right\} \tag{73}
\end{equation*}
$$

where

$$
\rho_{1,2}^{2}=\left(n a+x-x_{1,2}\right)^{2}+\left(m b+y-y_{1,2}\right)^{2} .
$$

As observed by Chaba and Pathria (1976a), the three-dimensional PSF cannot be applied to this series, but application of the one-dimensional PSF to the sum over $k$ gives

$$
\begin{align*}
& \sum_{n=-\infty}^{\infty} \sum_{m=-\infty}^{\infty} \sum_{k=-\infty}^{\infty}\left\{\frac{1}{\sqrt{\rho_{1}^{2}+\left(k c+z-z_{1}\right)^{2}}}-\frac{1}{\sqrt{\rho_{2}^{2}+\left(k c+z-z_{2}\right)^{2}}}\right\} \\
&=F(0)+2 \sum_{K=1}^{\infty} F(2 K \pi) \tag{74}
\end{align*}
$$

where for $K>0$,

$$
\begin{align*}
F(2 K \pi)= & \int_{-\infty}^{\infty}\left\{\frac{1}{\sqrt{\rho_{1}^{2}+\left(t c+z-z_{1}\right)^{2}}}-\frac{1}{\sqrt{\rho_{2}^{2}+\left(t c+z-z_{2}\right)^{2}}}\right\} \cos (2 K \pi t) \mathrm{d} t \\
& =\frac{2}{c}\left\{\cos \frac{2 K \pi\left(z-z_{1}\right)}{c} K_{0}\left(\frac{2 K \pi \rho_{1}}{c}\right)-\cos \frac{2 K \pi\left(z-z_{2}\right)}{c} K_{0}\left(\frac{2 K \pi \rho_{2}}{c}\right)\right\} \tag{75}
\end{align*}
$$

(Erdélyi et al 1954, p 11, formula (7)) and
$F(0)=\int_{-\infty}^{\infty}\left\{\frac{1}{\sqrt{\rho_{1}^{2}+\left(t c+z-z_{1}\right)^{2}}}-\frac{1}{\sqrt{\rho_{2}^{2}+\left(t c+z-z_{2}\right)^{2}}}\right\} \mathrm{d} t=\frac{2}{c} \ln \frac{\rho_{2}}{\rho_{1}}$.
The sum over $k$ is therefore

$$
\begin{gather*}
\sum_{k=-\infty}^{\infty}\left\{\frac{1}{\sqrt{\rho_{1}^{2}+\left(k c+z-z_{1}\right)^{2}}}-\frac{1}{\sqrt{\rho_{2}^{2}+\left(k c+z-z_{2}\right)^{2}}}\right\}=\frac{1}{c} \ln \frac{\rho_{2}^{2}}{\rho_{1}^{2}} \\
+\frac{4}{c} \sum_{K=1}^{\infty}\left\{\cos \frac{2 K \pi\left(z-z_{1}\right)}{c} K_{0}\left(\frac{2 K \pi \rho_{1}}{c}\right)\right. \\
\left.\quad-\cos \frac{2 K \pi\left(z-z_{2}\right)}{c} K_{0}\left(\frac{2 K \pi \rho_{2}}{c}\right)\right\} . \tag{77}
\end{gather*}
$$

This series can be expected to converge rapidly when summed with respect to $n$ and $m$ as well as $K$; to proceed further it is necessary to develop a rapidly converging representation of the sum of logarithmic terms. Application of the theory of residues (as described in the appendix) leads to the result

$$
\begin{gather*}
\sum_{n=-\infty}^{\infty} \ln \frac{\left(n+\alpha_{2}\right)^{2}+\beta_{2}^{2}}{\left(n+\alpha_{1}\right)^{2}+\beta_{1}^{2}}=\ln \frac{\cosh 2 \pi \beta_{2}-\cos 2 \pi \alpha_{2}}{\cosh 2 \pi \beta_{1}-\cos 2 \pi \alpha_{1}}=\ln \frac{\cosh ^{2} \pi \beta_{2}-\cos ^{2} \pi \alpha_{2}}{\cosh ^{2} \pi \beta_{1}-\cos ^{2} \pi \alpha_{1}} \\
=\ln \frac{\sinh ^{2} \pi \beta_{2}+\sin ^{2} \pi \alpha_{2}}{\sinh ^{2} \pi \beta_{1}+\sin ^{2} \pi \alpha_{1}} \tag{78}
\end{gather*}
$$

where

$$
\alpha_{1,2}=\frac{x-x_{1,2}}{a} \quad \beta_{1,2}=\frac{m b+y-y_{1,2}}{a} .
$$

The summation with respect to $m$ can be carried out directly. The transformed lattice sum is therefore

$$
\begin{align*}
S=\frac{1}{c} \sum_{m=-\infty}^{\infty} \ln & \frac{\cosh \left[2 \pi\left(y-y_{2}+m b\right) / a\right]-\cos \left[2 \pi\left(x-x_{2}\right) / a\right]}{\cosh \left[2 \pi\left(y-y_{1}+m b\right) / a\right]-\cos \left[2 \pi\left(x-x_{1}\right) / a\right]} \\
& +\frac{4}{c} \sum_{K=1}^{\infty}\left(\sum_{n=-\infty}^{\infty} \sum_{m=-\infty}^{\infty} K_{0}\left[\frac{2 K \pi}{c} \sqrt{\left(n a+x-x_{1}\right)^{2}+\left(m b+y-y_{1}\right)^{2}}\right]\right) \\
& \times \cos \frac{2 K \pi\left(z-z_{1}\right)}{c} \\
& -\frac{4}{c} \sum_{K=1}^{\infty}\left(\sum_{n=-\infty}^{\infty} \sum_{m=-\infty}^{\infty} K_{0}\left[\frac{2 K \pi}{c} \sqrt{\left(n a+x-x_{2}\right)^{2}+\left(m b+y-y_{2}\right)^{2}}\right]\right) \\
& \times \cos \frac{2 K \pi\left(z-z_{2}\right)}{c} . \tag{79}
\end{align*}
$$

The procedure by which the above expression for $S$ was obtained is essentially equivalent to Lekner's (1991) method, but operated in reverse: Lekner summed the expressions for the field components and obtained the potential by integration, adjusting the integration constants to produce the correct values of Madelung constants. Alternatively, in terms of the Green function, the potential within this lattice of charges is

$$
\begin{align*}
V=4 \pi\left[P_{222}( \right. & \left.\left.x, y, z \mid x_{1}, y_{1}, z_{1}\right)-P_{222}\left(x, y, z \mid x_{2}, y_{2}, z_{2}\right)\right] \\
= & \frac{4 \pi}{c}\left[P_{22}\left(x, y \mid x_{1}, y_{1}\right)-P_{22}\left(x, y \mid x_{2}, y_{2}\right)\right] \\
& +\frac{4}{c} \sum_{k=1}^{\infty}\left(\sum_{N=-\infty}^{\infty} \sum_{M=-\infty}^{\infty} K_{0}\left[\frac{2 k \pi}{c} \sqrt{\left(N a+x-x_{1}\right)^{2}+\left(M b+y-y_{1}\right)^{2}}\right]\right) \\
& \times \cos \frac{2 k \pi\left(z-z_{1}\right)}{c} \\
& -\frac{4}{c} \sum_{k=1}^{\infty}\left(\sum_{N=-\infty}^{\infty} \sum_{M=-\infty}^{\infty} K_{0}\left[\frac{2 k \pi}{c} \sqrt{\left(N a+x-x_{2}\right)^{2}+\left(M b+y-y_{2}\right)^{2}}\right]\right) \\
& \times \cos \frac{2 k \pi\left(z-z_{2}\right)}{c} . \tag{80}
\end{align*}
$$

The sums of $K_{0}$ functions appearing here are identical to those in equation (47a), but the relation between the remaining terms in equation (79) and the corresponding parts of the Green function is less obvious. Taking into account the definition of the two-dimensional Green function in equations (35a) and (40a), one obtains

$$
\begin{align*}
\frac{4 \pi}{c}\left[P_{22}(x, y \mid\right. & \left.\left.x_{1}, y_{1}\right)-P_{22}\left(x, y \mid x_{2}, y_{2}\right)\right] \\
= & \frac{4 \pi}{c}\left[P_{2}\left(y \mid y_{1}\right)-P_{2}\left(y \mid y_{2}\right)\right. \\
& \left.+\frac{1}{4 \pi} \sum_{M=-\infty}^{\infty} \ln \frac{1-2 \mathrm{e}^{-\frac{2 \pi}{a}\left|M b+y-y_{2}\right|} \cos \left[2 \pi\left(x-x_{2}\right) / a\right]+\mathrm{e}^{-\frac{4 \pi}{a}\left|M b+y-y_{2}\right|}}{1-2 \mathrm{e}^{-\frac{2 \pi}{a}\left|M b+y-y_{1}\right|} \cos \left[2 \pi\left(x-x_{1}\right) / a\right]+\mathrm{e}^{-\frac{4 \pi}{a}\left|M b+y-y_{1}\right|}}\right] . \tag{81}
\end{align*}
$$

Assuming for the sake of definiteness that the quantities within the absolute value signs are positive, and noting that

$$
\begin{align*}
& 1-2 \mathrm{e}^{-\frac{2 \pi}{a}\left(M b+y-y_{2}\right)} \cos \frac{2 \pi\left(x-x_{2}\right)}{a}+\mathrm{e}^{-\frac{4 \pi}{a}\left(M b+y-y_{2}\right)} \\
& =2 \mathrm{e}^{-\frac{2 \pi}{a}\left(M b+y-y_{2}\right)}\left[\cosh \frac{2 \pi}{a}\left(M b+y-y_{2}\right)-\cos \frac{2 \pi\left(x-x_{2}\right)}{a}\right] \tag{82}
\end{align*}
$$

it follows that

$$
\begin{align*}
\frac{1}{c} \sum_{M=-\infty}^{\infty} \ln & \frac{1-2 \mathrm{e}^{-\frac{2 \pi}{a}\left|M b+y-y_{2}\right|} \cos \left[2 \pi\left(x-x_{2}\right) / a\right]+\mathrm{e}^{-\frac{4 \pi}{a}\left|M b+y-y_{1}\right|}}{1-2 \mathrm{e}^{-\frac{2 \pi}{a}\left|M b+y-y_{1}\right|} \cos \left[2 \pi\left(x-x_{1}\right) / a\right]+\mathrm{e}^{-\frac{4 \pi}{a}\left|M b+y-y_{1}\right|}} \\
& =\frac{2 \pi\left(y_{2}-y_{1}\right)}{a c}+\frac{1}{c} \sum_{M=-\infty}^{\infty} \ln \frac{\cosh \left[2 \pi\left(M b+y-y_{2}\right) / a\right]-\cos \left[2 \pi\left(x-x_{2}\right) / a\right]}{\cosh \left[2 \pi\left(M b+y-y_{1}\right) / a\right]-\cos \left[2 \pi\left(x-x_{1}\right) / a\right]} \tag{83}
\end{align*}
$$

which is to be compared with the second form of equation (78). The difference in the onedimensional Green functions is thus found to be

$$
\begin{equation*}
\frac{4 \pi}{a c}\left[P_{2}\left(y \mid y_{1}\right)-P_{2}\left(y \mid y_{2}\right)\right]=\frac{2 \pi}{a b c}\left(y_{1}^{2}-y_{2}^{2}\right)-\frac{2 \pi}{a c}\left(y_{1}-y_{2}\right) \tag{84}
\end{equation*}
$$

which, when inserted into equation (81), yields

$$
\begin{equation*}
V=S+\frac{2 \pi}{a b c}\left(y_{1}^{2}-y_{2}^{2}\right) \tag{85}
\end{equation*}
$$

Thus, the potentials obtained from the Green function and summing over the lattice differ by a constant that depends on the coordinates of the source points. From the mathematical viewpoint, this difference can be understood as a consequence of the conditional convergence: the numerical value obtained depends on the manner in which the positive and negative terms of the individually divergent series are combined. For crystal lattice sums, Redlack and Grindlay (1975) pointed out that Ewald sums and the direct addition of Coulomb potentials produce different results for some crystal structures, notably the CsCl lattice, and De Leeuw et al (1980) showed that a similar discrepancy arises when spherical shells of charges about a given lattice point are summed. Equation (84) is clearly consistent with this observation, noting the difference in the $y$ coordinates of the Cs and Cl positions. Redlack and Grindlay (1975) identified two components of the potential: a principal or intrinsic part (which they showed to be identical to that given by Ewald's method) and an extrinsic part, depending on the size and shape of the lattice and equal to the difference between the Ewald potential and the direct sum of Coulomb terms. The distinction resides in the uniform neutralizing charge that is implied in the differential equation defining the Green function, but not in the direct summation methodsinterestingly, Lekner (1991) showed that this uniform neutralizing charge was also implied in his results. Physically, the extrinsic potential depends on how the effects of the positive and negative charges cancel out at the boundary, or in other words, on the normal component of the dipole moment of the unit cell. In general, depolarization corrections must be applied to direct potential sums in order to recover the intrinsic potentials. Euwema and Surratt (1975) and Stuart (1978) showed how these corrections could be obtained from the second moment tensor of the charge cluster used in direct summation methods.

## 6. Relation to Lekner's results

The application of the Green function as described gives results that are, apart from minor differences in notation and the selection of coordinate variables, equivalent to Lekner's (1991,
1998) formulae. But a more substantial difference appears to reside in the manner in which the electrostatic energy $E$ of the unit cell is calculated: Lekner (1998, equation (22)) expresses this as a sum of pairwise electrostatic potentials, while equation (67) of the present work contains contributions from single ions as well as pairs. The succinct explanation of this difference is that Lekner's electrostatic pair potential contains the self-energy terms that are written out separately in equation (67); pairwise decomposition followed by electroneutrality (as expressed by Lekner's equation (20)). More importantly, Lekner's electrostatic pair potential is given as the difference between two divergent lattice sums, while the functions $P_{222}$ and $Q_{222}$ that appear in equation (67) are both individually convergent. It is, however, of interest to consider the relation between the two approaches in more detail. By doing so, it is not only possible to prove that they are completely equivalent, but also to gain valuable insights into the physical significance of the mathematical functions appearing in the present work and in Lekner's papers.

Lekner (1998, equation (11)) expresses $E$ in terms of lattice sums $S$ and $T$ which give, respectively, the potential experienced by one ion due to another ion and its infinite repetitions, and the potential experienced by the ion due to its own infinite repetitions. Since $S$ and $T$ are obviously infinite, they are obtained as limits of the corresponding lattice sums for the screened Coulomb potential. By an ingenious but rather involved argument, Lekner showed that these screened Coulomb lattice sums diverge as $1 / s$, where $s^{1 / 2}$ is the screening constant, and that the nonsingular part consists of one function that vanishes as $s$ tends to zero, and another function can be identified as the $K_{0}$ expansion of the Green function obtained in the present work. However, the reason why the Green function appears in this asymptotic result can be understood much more easily by applying some of the ideas described in the work of Chaba and Pathria (1976a) concerning the evaluation of lattice sums for the screened Coulomb potential. Subtracting the $k=m=n=0$ term (i.e., 1) from both sides of the Poisson-Jacobi formula (equation (54)), and integrating from 0 to $t$ with respect to $t$ gives

$$
\begin{align*}
-\sum_{k, m, n} & \frac{\left.\mathrm{e}^{-\left[\left(\frac{2 n \pi}{a}\right)^{2}+\left(\frac{2 n \pi}{b}\right)^{2}+\left(\frac{2 \pi \pi}{c}\right)^{2}\right]+t+\left[\frac{2 n \pi(x-\xi \xi}{c}\right)} \frac{2 n \pi(c-n)}{b}+\frac{2 k \pi(z-z)}{c}\right]}{(2 n \pi / a)^{2}+(2 m \pi / b)^{2}+(2 k \pi / c)^{2}}+a b c P_{222}(x, y, z \mid \xi, \eta, \zeta) \\
= & \frac{a b c}{4 \pi} \sum_{K=-\infty}^{\infty} \sum_{M=-\infty}^{\infty} \sum_{N=-\infty}^{\infty} \\
& \quad \times \frac{\operatorname{erfc}\left[\sqrt{(x-\xi+N a)^{2}+(y-\eta+M b)^{2}+(z-\zeta+K c)^{2}} / 2 \sqrt{t}\right]}{\sqrt{(x-\xi+N a)^{2}+(y-\eta+M b)^{2}+(z-\zeta+K c)^{2}}}-t ; \tag{86}
\end{align*}
$$

the periodic Green function corresponds to the lower limit of the integral. Taking Laplace transforms with respect to $t$ with parameter $s$ (Erdélyi et al 1954, p 133, formulae (1) and (3); p 143, formula (1); p 177, formula (11)):

$$
\begin{align*}
& -\sum_{k, m, n}^{\prime} \frac{\mathrm{e}^{\mathrm{i}\left[\frac{2 n \pi(x-\xi)}{a}+\frac{2 m \pi(y-n)}{b}+\frac{2 k \pi(z-\xi)}{c}\right]}}{\left[(2 n \pi / a)^{2}+(2 m \pi / b)^{2}+(2 k \pi / c)^{2}\right]\left[s+(2 n \pi / a)^{2}+(2 m \pi / b)^{2}+(2 k \pi / c)^{2}\right]} \\
& +\frac{a b c}{s} P_{222}(x, y, z \mid \xi, \eta, \zeta)=\frac{a b c}{4 \pi} \sum_{K=-\infty}^{\infty} \sum_{M=-\infty}^{\infty} \sum_{N=-\infty}^{\infty} \\
& \quad \times \frac{\mathrm{e}^{-s^{1 / 2}} \sqrt{(x-\xi+N a)^{2}+(y-\eta+M b)^{2}+(z-\zeta+K c)^{2}}}{s \sqrt{(x-\xi+N a)^{2}+(y-\eta+M b)^{2}+(z-\zeta+K c)^{2}}}-\frac{1}{s^{2}} \tag{87}
\end{align*}
$$

The required lattice sum follows after transposing terms and multiplying by $4 \pi s / a b c$ :

$$
\begin{align*}
S_{s}=\sum_{K=-\infty}^{\infty} & \sum_{M=-\infty}^{\infty} \sum_{N=-\infty}^{\infty} \frac{\mathrm{e}^{-s^{1 / 2}} \sqrt{(x-\xi+N a)^{2}+(y-\eta+M b)^{2}+(z-\zeta+K c)^{2}}}{s \sqrt{(x-\xi+N a)^{2}+(y-\eta+M b)^{2}+(z-\zeta+K c)^{2}}} \\
= & \frac{4 \pi}{a b c s}+4 \pi P_{222}(x, y, z \mid \xi, \eta, \zeta) \\
& -s \sum_{k, m, n}^{\prime} \mathrm{e}^{\mathrm{i}\left[\frac{2 n \pi(x-\xi)}{a}+\frac{2 m \pi(y-n)}{b}+\frac{2 k \pi(z-\zeta)}{c}\right]}\left\{\left[(2 n \pi / a)^{2}+(2 m \pi / b)^{2}+(2 k \pi / c)^{2}\right]\right. \\
& \left.\times\left[s+(2 n \pi / a)^{2}+(2 m \pi / b)^{2}+(2 k \pi / c)^{2}\right]\right\}^{-1} . \tag{88}
\end{align*}
$$

The result for $T_{s}$ follows by subtracting the free-space Green function (cf section 3.7):

$$
\begin{equation*}
T_{s}=\frac{4 \pi}{a b c s}+4 \pi Q_{222}(a, b, c)+\mathrm{O}(s) \tag{89}
\end{equation*}
$$

Forming the electrostatic energy $E$ from Lekner's (1998) equation (11),

$$
\begin{align*}
& E=\sum_{i<j} q_{i} q_{j} S_{s}\left(\xi_{i}, \eta_{i}, \zeta_{i}, \xi_{j}, \eta_{j}, \zeta_{j}\right)+\frac{T_{s}}{2} \sum_{i} q_{i}^{2} \\
&= \frac{1}{2}\left[\frac{4 \pi}{a b c s}\left(\sum_{i} q_{i}\right)^{2}+4 \pi \sum_{i \neq j} q_{i} q_{j} P_{222}\left(\xi_{i}, \eta_{i}, \zeta_{i} \mid \xi_{j}, \eta_{j}, \zeta_{j}\right)\right. \\
&\left.+4 \pi Q_{222}(a, b, c) \sum_{i} q_{i}^{2}+\mathrm{O}(s)\right] \tag{90}
\end{align*}
$$

and noting that the algebraic sum of charges is zero, equation (67) is obtained by taking the limit as $s$ tends to zero. Applying Lekner's equation (20), this can clearly be written as
$E=\sum_{i<j} V_{i j} \quad$ where $V_{i j}=4 \pi q^{2}\left[P_{222}\left(\xi_{i}, \zeta_{i}, \eta_{i} \mid \xi_{j}, \eta_{j}, \zeta_{j}\right)-Q_{222}(a, b, c)\right]$
is an effective 'pairwise' electrostatic potential (that in fact includes an infinite number of contributions from repetitions of the unit cell). The essential difference between the present work and Lekner's is expressed by the first step in the above derivation, which corresponds physically to the neutralization of the positive point charge by a uniform negative charge density, thereby ensuring the convergence of $P_{222}$ and $Q_{222}$.

## 7. Conclusions

It has been shown in this paper that the intrinsic values of lattice sums for arbitrary periodic charge distributions can be obtained by use of the periodic modified Green function for Poisson's equation. Computationally efficient representations of this function as expansions in complementary error functions and $K_{0}$ Bessel functions were derived from the triple Fourier series by application of Ewald's method, or the PSF, respectively. The application of these formulae to simple ionic crystal lattices gives results equivalent to those recently derived by Lekner (1991, 1998), but the Green function is more general, being applicable to both discrete and continuous periodic charge distributions. The $K_{0}$ function expansion is more efficient, requiring about a third as many terms for convergent estimates as the Ewald sum. Depending on the relative efficiency of the algorithms used in the evaluation of $K_{0}$ and complementary error functions, use of the $K_{0}$ expansion in place of the more usual Ewald summation could result in reductions of more than $50 \%$ in the computational effort involved in computer simulations of ionic/polar fluids.
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## Appendix. Derivation of equation (78)

The evaluation of the series

$$
\begin{equation*}
T=\sum_{m=-\infty}^{\infty} \ln \frac{\left(m+\alpha_{2}\right)^{2}+\beta^{2}}{\left(m+\alpha_{1}\right)^{2}+\beta^{2}} \tag{A1}
\end{equation*}
$$

can be achieved by techniques similar to those used to establish the Mittag-Leffler expansion and Weierstass factorization theorems (see Whittaker and Watson 1944, pp 134-9). To apply these results it is convenient to consider first the function

$$
\begin{equation*}
S(\zeta)=\sum_{m=-\infty}^{\infty} \ln \frac{\left(m+\alpha_{2}\right)^{2}+(\beta \zeta)^{2}}{\left(m+\alpha_{1}\right)^{2}+(\beta \zeta)^{2}} \tag{A2}
\end{equation*}
$$

where $\zeta$ is a real parameter having values in the range $[0,1]$. Termwise differentiation of $S$ with respect to $\zeta$ produces the series

$$
\begin{equation*}
S^{\prime}(\zeta)=2 \beta^{2} \zeta \sum_{m=-\infty}^{\infty}\left[\frac{1}{\left(m+\alpha_{2}\right)^{2}+(\beta \zeta)^{2}}-\frac{1}{\left(m+\alpha_{1}\right)^{2}+(\beta \zeta)^{2}}\right] \tag{A3}
\end{equation*}
$$

which can be readily evaluated by standard techniques of residue theory. The result is

$$
\begin{equation*}
\sum_{m=-\infty}^{\infty} \frac{1}{(m+\alpha)^{2}+(\beta \zeta)^{2}}=\frac{\pi}{\beta \zeta} \frac{\sinh (\pi \beta \zeta) \cosh (\pi \beta \zeta)}{\cosh ^{2}(\pi \beta \zeta)-\cos ^{2} \pi \alpha} \tag{A4}
\end{equation*}
$$

where $\alpha$ stands for either $\alpha_{1}$ or $\alpha_{2}$. But since

$$
\begin{equation*}
\sinh (\pi \beta \zeta) \cosh (\pi \beta \zeta)=\frac{1}{2 \beta \pi} \frac{\partial}{\partial \zeta}\left\{\cosh ^{2}(\pi \beta \zeta)\right\} \tag{A5}
\end{equation*}
$$

the right-hand side of equation (A4) can be written

$$
\begin{equation*}
\frac{\pi}{\beta \zeta} \frac{\sinh (\pi \beta \zeta) \cosh (\pi \beta \zeta)}{\cosh ^{2}(\pi \beta \zeta)-\cos ^{2} \pi \alpha}=\frac{1}{2 \beta^{2} \zeta} \frac{\partial}{\partial \zeta} \ln \left[\cosh ^{2}(\pi \beta \zeta)-\cos ^{2}(\pi \alpha)\right] \tag{A6}
\end{equation*}
$$

so that

$$
\begin{equation*}
\frac{\partial S}{\partial \zeta}=\frac{\partial}{\partial \zeta} \ln \left[\cosh ^{2}(\beta \pi \zeta)-\cos ^{2} \pi \alpha_{2}\right]-\frac{\partial}{\partial \zeta} \ln \left[\cosh ^{2}(\beta \pi \zeta)-\cos ^{2} \pi \alpha_{2}\right] \tag{A7}
\end{equation*}
$$

Integration with respect to $\zeta$ from $\zeta=0$ to $\zeta=1$ now results in

$$
\begin{align*}
S(1)-S(0) & =\sum_{m=-\infty}^{\infty} \ln \frac{\left(m+\alpha_{2}\right)^{2}+\beta^{2}}{\left(m+\alpha_{1}\right)^{2}+\beta^{2}}-\sum_{m=-\infty}^{\infty} \ln \frac{\left(m+\alpha_{2}\right)^{2}}{\left(m+\alpha_{1}\right)^{2}} \\
& =\ln \frac{\cosh ^{2}(\beta \pi \zeta)-\cos ^{2} \pi \alpha_{2}}{\cosh ^{2}(\beta \pi \zeta)-\cos ^{2} \pi \alpha_{1}}-\ln \frac{\sin ^{2} \pi \alpha_{2}}{\sin ^{2} \pi \alpha_{1}} . \tag{A8}
\end{align*}
$$

The second series on the left-hand side of equation (A8) can be evaluated as follows:

$$
\begin{equation*}
\sum_{m=-\infty}^{\infty} \ln \frac{\left(m+\alpha_{2}\right)^{2}}{\left(m+\alpha_{1}\right)^{2}}=2 \ln \frac{\alpha_{2}}{\alpha_{1}}+2 \sum_{m=1}^{\infty} \ln \frac{m^{2}-\alpha_{2}^{2}}{m^{2}-\alpha_{1}^{2}}=\ln \frac{\sin ^{2} \pi \alpha_{2}}{\sin ^{2} \pi \alpha_{1}} \tag{A9}
\end{equation*}
$$

where use has been made of the infinite product

$$
\begin{equation*}
\frac{\sin z}{z}=\prod_{m=1}^{\infty}\left[1-\left(\frac{z}{m \pi}\right)^{2}\right] . \tag{A10}
\end{equation*}
$$

With appropriate simplification, the final result is

$$
\begin{equation*}
\sum_{m=-\infty}^{\infty} \ln \frac{\left(m+\alpha_{2}\right)^{2}+\beta^{2}}{\left(m+\alpha_{1}\right)^{2}+\beta^{2}}=\ln \frac{\cosh ^{2} \pi \beta-\cos ^{2} \pi \alpha_{2}}{\cosh ^{2} \pi \beta-\cos ^{2} \pi \alpha_{1}}=\ln \frac{\sinh ^{2} \pi \beta+\sin ^{2} \pi \alpha_{2}}{\sinh ^{2} \pi \beta+\sin ^{2} \pi \alpha_{1}} \tag{A11}
\end{equation*}
$$

## References

Abramowitz M and Stegun I A (eds) 1964 Handbook of Mathematical Functions (Washington, DC: National Bureau of Standards)
Barton G 1989 Elements of Green's Functions and Propagation (Oxford: Oxford University Press)
Bellman R 1961 A Brief Introduction to Theta Functions (New York: Holt, Rinehart and Winston)
Berendsen H J C, Grigera J R and Straatsma T P 1987 The missing term in effective pair potentials J. Phys. Chem. 91 6269-71
Chaba A N and Pathria R K 1975 Evaluation of a class of lattice sums in arbitrary dimensions J. Math. Phys. 16 1457-60
_1976a Evaluation of lattice sums using Poisson's summation formula II J. Phys. A: Math. Gen. 9 1411-23
_1976b Evaluation of lattice sums using Poisson's summation formula III J. Phys. A: Math. Gen. 9 1801-10
Chialvo A A and Cummings P T 1999 Molecular-based modeling of water and aqueous solutions at supercritical conditions Adv. Chem. Phys. 109 115-205
De Leeuw, S W, Perram J W and Smith E R 1980 Simulation of electrostatic systems in periodic boundary conditions. I, Lattice sums and dielectric constants Proc. R. Soc. A 373 27-56
Erdélyi A, Magnus W, Oberhettinger F and Tricomi F G 1954 Tables of Integral Transforms vol 1 (New York: McGraw-Hill)
Euwema R N and Surratt G T 1975 The absolute positions of calculated energy bands J. Phys. Chem. Solids 326 67-71
Ewald P P 1921 Die Berechnung optischer und elektrostatischer Gitterpotentiale Ann. Phys., Lpz. 64 253-87
Glasser M L 1973a The evaluation of lattice sums. I. Analytic procedures J. Math. Phys. 14 409-13
_-1973b The evaluation of lattice sums. II. Number-theoretic approach J. Math. Phys. 14 701-3
Gradshteyn I S and Ryzhik I M 1994 Table of Series, Products and Integrals 4th edn (Boston: Academic)
Gray A, Mathews G B and Macrobert T M 1931 A Treatise on Bessel Functions and their Applications to Physics (London: Macmillan)
Grønbech-Jensen N, Hummer G and Beardmore K M 1997 Lekner summation of Coolumb interactions in partiallyperiodic systems Mol. Phys. 92 941-5
Haq B U 1998 Gas hydrates: Greenhouse nightmare, energy panacea or pipe dream? GSA Today $\mathbf{8}$ 2-6
Hautot A 1974 New method for evaluation of slowly-convergent series J. Math. Phys. 15 1722-7
Herzig P 1985 Electrostatic potentials, fields and field gradients from a general crystalline charge density Theo. Chim. Acta 67 323-33
Jones W and March N H 1973 Theoretical Solid State Physics vol 1 (London: Wiley-Interscience)
Krasovskii E E, Starrost F and Schattke W 1999 Augmented Fourier components method for constructing the crystal potential in self-consistent band-structure calculations Phys. Rev. B 59 10504-11

Kvamme B and Fłorrisdahl O K 1996 Methane clathrate hydrates: melting, supercooling and phase separation from molecular dynamics computer simulations Mol. Phys. 89 819-34
Kvenvolden K A 1988 Methane hydrate. A major reservoir of carbon in the shallow geosphere Chem. Geol. 71 41-51
Leibfried G 1955 Mechanische und thermische Eigenschaften der Kristalle Handbuch der Physik vol 7, ed S Flügge (Berlin: Springer) part 1, pp 132-8
Lekner J 1991 Summation of Coulomb fields in computer-simulated disordered systems Physica A 176 485-98
-_1998 Coulomb forces and potentials in systems with an orthorhombic unit cell Mol. Simul. 20 357-68
Lennard-Jones J E and Ingham A E 1925 On the calculation of certain crystal potential constants, and on the cubic crystal of least potential energy Proc. R. Soc. A 107 636-53
Linton C M 1999 Rapidly convergent representations for Green's functions for Laplace's equation Proc. R. Soc. A 455 1767-97
Macdonald J R and Barlow C A Jr 1966 Discreteness-of-charge adsorption micropotentials. III. Dielectric-conductive imaging J. Electrochem. Soc. 113 978-92
Marshall S L 1986 Theoretical analysis of molecular polarization and adsorption at interfaces PhD Thesis University of Ottawa
-1998a Convergence acceleration of Fourier series by analytical and numerical application of Poisson's formula J. Phys. A: Math. Gen. 31 2691-704
——1998b On the analytical summation of Fourier series and its relation to the asymptotic properties of Fourier transforms J. Phys. A: Math. Gen. 31 9957-73
_-1999 A rapidly-converging modified Green's function for Laplace's equation in a rectangle Proc. R. Soc. A 455 1739-66
Marshall S L and Conway B E 1992a Analysis of molecular polarization and interaction in adsorbed monolayers at interfaces Part 3: ionic adsorption isotherm with mean-field treatment of interactions involving ions and dipoles J. Electroanal. Chem. 337 45-66
_-1992b Analysis of molecular polarization and interaction in adsorbed monolayers at interfaces Part 4: Madelung constants for hexagonal lattices of adsorbed ions and dipoles J. Electroanal. Chem. 337 67-89
Miller A R 1995 On certain two-dimensional Schlömilch series J. Phys. A: Math. Gen. 28 735-45
Morse P M and Feshbach H 1953 Methods of Theoretical Physics (New York: McGraw-Hill)
Oh Y, Badralexe E, Marksteiner P and Freeman A 1992 Poisson equation with periodic boundary conditions: multipoleexpansion solution Phys. Rev. B 46 4495-501
Redlack A and Grindlay J 1975 Coulombic potential lattice sums J. Phys. Chem. Solids 36 73-82
Rodger P M 1990 Stability of gas hydrates J. Phys. Chem. 94 6080-9
-1991 Lattice relaxation in type I gas hydrates AIChE J. 37 1511-16
Schadler GH 1992 Solution of Poisson's equation for arbitrarily shaped overlapping or nonoverlapping charge densities in terms of multipole moments Phys. Rev. B 45 11314-17
Sloan E D 1998 Clathrate Hydrates of Natural Gases (New York: Dekker)
Stakgold I 1967 Boundary Value Problems of Mathematical Physics 2 vols (New York: Macmillan)
Stuart S N 1978 Depolarization corrections for Coulomb lattice sums J. Comput. Phys. 29 127-32
Terras A A 1985 Harmonic Analysis on Symmetric Spaces and Applications I (New York: Springer)
Topping J 1927 On the mutual potential energy of a plane network of doublets Proc. R. Soc. A 114 67-72
Tse J S, Klein M L and McDonald I R 1984 Computer simulation studies of the structure I clathrate hydrates of methane, tetrafluoromethane, cyclopropane and ethylene oxide J. Chem. Phys. 81 6146-53
van der Hoff B M E and Benson G C 1953 A method for the evaluation of some lattice sums occurring in calculations of physical properties of crystals Can. J. Phys. 31 1087-94
Watson G N 1944 A Treatise on the Theory of Bessel Functions 2nd edn (London: Cambridge University Press)
Weinert M 1981 Solution of Poisson's equation: beyond Ewald-type methods J. Math. Phys. 22 2433-9
Whittaker E T and Watson G N 1944 Modern Analysis (London: Cambridge University Press)
Zhang X-G, Butler W H, McLaren J M and van Ek J 1994 Cellular solutions for the Poisson equation in extended systems Phys. Rev. B 49 13 383-93
Zucker I J 1974 Exact results for some lattice sums in 2, 4, 6, and 8 dimensions J. Phys. A: Math. Gen. 7 1568-75

- 1975 Madelung constants and lattice sums for invariant cubic lattice complexes and certain tetragonal structures J. Phys. A: Math. Gen. 8 1734-45
-1976 Functional equations for poly-dimensional zeta functions and the evaluation of Madelung constants J. Phys. A: Math. Gen. 9 499-505

